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Data Mining
Simultaneous evaluation of multiple 
drug / adverse event pairs.



Common goals of data mining methods
 Find unknown adverse reactions, if they exist
 Few false positives, or else, easily explained false 

positives
 Sufficient power to detect rare adverse reactions
 (Find known adverse reactions, if any)
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Data Mining Design Features
Data mining methods have different features.
These can be combined freely to create hybrid 

approaches.
 So, approach it like ordering ice cream, picking 

your favorite cone, ice cream flavors and 
toppings. 
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Key Feature: Data Source
Spontaneous reports  (e.g. AERS)
Clinical trials
Disease registries
Electronic health records
 Insurance claims data
…



Key Feature: Risk Window
Risk window identical to exposure period
One or more pre-specified risk window, such 

as 1-14 days after initial exposure
Temporal scan, simultaneously evaluating 

hundreds of potential risk windows



Key Feature: Comparison Group

All individuals 
Healthy individuals
Users of all other drugs
Users of a similar drug
Self-controls, pre-exposure control window
Self-controls, post-exposure control windows 



Key Feature: Covariate Adjustment
None
Age, gender, calendar time, geography, etc
Concomitant exposures
Propensity score matching



Key Feature: Outcome Granularity
 Use collection of very specific diagnoses, such as 

ICD-9 codes (e.g. acute liver failure).
 Use smaller collection of more general groups of 

related diagnoses (e.g. liver disease)
 Simultaneously use both of the above, plus 

intermediate levels
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Key Feature: Multiple Testing Adjustment

No adjustment
 Informal adjustment, such as lower 95% CI >2
Formal analytical Bonferroni type adjustment
Formal Monte Carlo adjustment, with random 

data generated under the null hypothesis



Key Feature: Effect Estimates

Relative Risk / Odds Ratio
Empirical Bayes Shrinkage Estimates
Attributable Risk / Risk Difference
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Key Feature: Frequency
One single look at the data
Multiple looks over time, as more data 

accrues
Real-time safety surveillance
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Key Feature: Size and Type of Net
One drug, thousands of disease outcomes
One disease, thousands of drugs
Thousands of drugs and thousands of 

outcomes
Specific population, such as pregnant women 

and birth defects
Drug-drug interactions
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Signal Detection using TreeScan

Judith C. Maro
Harvard Medical School and Harvard Pilgrim Health Care 

Institute, Boston, MA
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Tree-Based Scan Statistics are Enabled by: 

• A signal detection / 
data-mining method

• Scans electronic health outcome 
data that are grouped into 
hierarchical tree structures

• Automatically adjusts for  
multiple hypothesis testing

http://www.treescan.org
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 Exposure-Oriented - 1 Exposure: N Outcomes
– Uses Multi-Level Clinical Classification System (MLCCS) where N=~8000

 Outcome-Oriented - M Exposures: 1 Outcome
– Uses Medi-Span Therapeutic Classification System (Drug Tree) where

M=300,000+

 Future - M Exposures: N Outcomes

Data-Mining Designs with Trees
Exposure Oriented 1 Exposure: N OutcomesExposure: 
– Uses Multi-Level Clinical Classification System (MLCCS) where N=~8000
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Data Arranged in a Tree Structure

94

Data Arranged in a Tree Structure
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Study Designs Compatible with TreeScan Analytics
TreeScan Analytics

Poisson Model Bernoulli Model Tree-Temporal Model

Unconditional Conditional Unconditional Conditional Unconditional Conditional

St
ud

y D
es

ig
ns

Self-
Controlled
Design

X X X X

Propensity
Score or 
other Fixed 
Ratio Match 
Design 

X

Stratified 
Cohort 
Design

X X

Unconditional means the null hypothesis relies on an external input about the expected outcomes.
Conditional means the null hypothesis is determined by the characteristics of the incoming data set.
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How has TreeScan been evaluated thus far?

 Advantages
– Artificially inject “excess risk” of variable 

specific sizes
– Allows quantitative assessment of method 

under “experimental conditions” where “truth 
is known”

 Limitations
– Simulated data has a range of realistic 

representations. Early simulations are quite 
artificial

 Advantages
– Empiric testing with real data
– Allows assessment of method under real life 

conditions
– Can be effective method to assess performance 

if test case is well characterized

 Limitations
– Can be challenging to interpret unexpected 

results
– Need additional information to investigate 

unexpected results

Simulated Datasets Empiric Assessments
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Self-Controlled Designs (Tree-Temporal)
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Propensity Score Matched Designs
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Stratified Cohort Designs with Referent Cohort
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Strengths of TreeScan
1. Takes advantage of hierarchical nature of clinical concepts in the form of a 

tree structure. 
2. Investigator does not need to understand how particular outcomes are coded 

(i.e., can be indifferent to the granularity of the outcome data)
3. Formal control for multiple hypothesis testing (Overall Type 1 error)

100



101

Limitations of TreeScan
1. All outcomes are treated identically across the tree (8000+) regardless of 

their time of onset, severity, etc. 
2. Complex outcomes (algorithms such as 2 codes within X days of each other) 

are not tested with TreeScan.
3. Individual study designs have limitations depending on the design chosen.
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Bayesian Shrinkage Techniques and Meta-Analysis
Description and Scenario

These techniques reduce variation by combining multiple examples to 
allow borrowing strength after estimating a prior distribution of 
average effects

They are most effective when the study design seeks estimates for 
many parallel problems

A Bayesian model assumes similarity of effects or sources of variation 
across the multiple problems
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Data Requirements, Strengths and Limitations

These methods work best with large databases to be able to draw on multiple 
estimations and measure variance components

A primary strength is that they often provide accurate adjustments for 
multiple comparisons conundrums that are especially vexing for safety 
analyses 
[Accomplished by estimation of assumed prior effect variances across 
examples]

Results can mislead if individual problems are black swan outliers that don’t 
follow the general pattern of most other examples.



Copyright © 2018, Oracle and/or its affiliates. All rights reserved.  |

Shrinking Safety Signals Toward Class Effects
• Observational Database for Drug Adverse Reactions

– N = Counts of Drug-Event Combinations (DECs)
– E = Expected Counts Based on some No-Effect Model

• Null-Hypothesis Models for Expected Counts
– Adjustment for Age and Gender and other Covariates
– Adjustment for Concomitant Drugs (Large Scale Regression)
– Longitudinal exposure models

• Two-way Shrinkage Model 
– Assume analysis of prespecified set of DECs 
– A class of drugs for the same indication
– A set of medically similar adverse effects
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Rationale for Two-Way Shrinkage
• Similar Drugs may have a Class Effect on each PT
• Similar Mechanisms Affect Medically Related Events

– PTs Close in the MedDRA Hierarchy May Have Common Causes
• There Are Probably Specific Drug-Event Associations

– But We Have Noisy Measurements for Rare Combinations
– Estimate Deviations from Overall Drug and Event Patterns

• Decompose Associations: Drug Effect × PT Effect × Residual (Interaction) Effect
– Prior Distributions Can Shrink All 3 Types of Effects Toward 1
– High-Variance Estimates Will Get Shrunk the Most

• DuMouchel W, Harris JE (1983) JASA 78:293-315
– Fits Similar Model to a Collection of Environmental Dose-Response Slope Estimates
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Antipsychotics and Movement Disorders in FAERS
• Drugs—J = 6 Antipsychotics

– Aripiprazole   Haloperidol   Olanzapine 
Quetiapine   Risperidone   Ziprasidone

• Events—K = 30 PTs for Movement Disorders
– Selected as the 30 PTs Related to Movement Disorder that Had the Greatest 

Total No. of Reports across all 6 Drugs

• Counts Njk and Expected Counts Ejk [Drug j, Event k]
• Poisson Regression Estimates Average Drug and PT Trends

– Njk ~ Poisson(Ejk exp{aj + bk}) [Assume one bk = 0 to normalize]

• Shrink Observed Njk/Ejk Toward the Overall Regression Trends
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Ratios N/E      [E from RGPS]
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Regression Fit to N/E
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Two-Way Shrinkage of N/E
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Shrinkage Model Across Different Data Sources
• Let Ndjk and Edjk Denote Observed and Expected Counts

– Database d, Drug j and Event k

• ldjk > 0
– “True” disproportionality of drug j and event k in database d

– Ndjk ~ Poisson(Edjkldjk)

• Assume ldjk = adj × bdk × gjk , where
– adj ~ Gamma(A, A) so that each adj has prior mean equal to 1 and prior variance 1/A
– bdk ~ Gamma(B, B)
– gjk ~ Gamma(C, C)

• Estimates of A, B, C and ldjk Provide a Meta-Analysis of the Safety Situation
– Several other models for ldjk may be appropriate



Large-Scale Evidence Generation 
and Evaluation in a Network of 
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Duke-FDA Public Workshop – Signal Detection

Observational Data

Can be used to estimate
• Counts: how often does outcome occur in exposed?
• Associations: is exposure associated with greater counts?
• Causal effects: does an exposure increase the risk of an 

outcome?
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Our goal: Signal = Causal effect

“Hypothesis free” 

actually means 
“Many hypotheses”

For example: 
• a new drug – ‘all’ outcomes

• a class of drugs – class of outcomes 
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Estimating causal effects

Many methods exist, e.g.
• New-user cohort method using propensity score adjustment
• Self-Controlled Case Series (SCCS)
• Case-control
• Case-crossover
• Self-controlled cohort
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Best practice for estimating causal 
effects in observational data

• Prespecify
• Transparency: protocol + source code
• Proper outcome definitions
• Sensitivity analyses
• Study diagnostics
• Multiple databases

119FDA Public Workshop – Signal Detection
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Hypertension treatments
• 10,278 comparisons between drugs, classes, and 

combinations of these
• 58 outcomes of interest
• 587,020 research questions
Methods
• New-user cohort design
• Large-scale propensity scores
• Proper outcome definitions
• 9 databases across the globe
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LEGEND results
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LEGEND results

122

Lisinopril vs. hydrochlorothiazide – angioedema
IBM MarketScan CCAE database

HR = 2.09 (1.58 - 3.06)
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Each analysis has all the content you should expect in 
a manuscript

123

Available for each of the 1,321,696 estimates
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Different use cases of LEGEND results

• Current use: Hypothesis testing
question  check LEGEND results
One hypothesis, no multiple testing.

• “Signal detection”

e.g. rank-order by lower bound of confidence interval
This requires adjustment for multiple testing!

Same goal: provide best estimate
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Estimates for 200 negative controls

125

Cohort method using 1-on-1 
matching

Nested case-control

Multiple Self-controlled Case Series

Each blue dot is an effect 
size estimate for a negative 
control exposure-outcome 
pair (true relative risk = 1).

Dots below the dashed line 
have p < 0.05.
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To evaluate performance, we must decide on the 
evaluation metrics

• Coverage of the 95% confidence interval
• Type 1 and 2 errors (sensitivity and specificity)
• AUC (Area Under the Receiver Operator Curve)
• MSE (Mean Squared Error)
• Precision

Choice of cutoff (e.g. p=0.05)
Empirical calibration?
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Takeaway points
• Goal: to reliably estimate causal effects

whether one hypothesis at a time or many hypotheses at a time ("signal 
detection”)

• Apply best practices, even at large scale
– Confounding adjustment
– Proper outcome definitions
– Sensitivity analyses
– Study diagnostics
– Multiple databases

• Always measure operating characteristics using
– Negative and positive controls
– Multiple metrics
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Temporal pattern discovery for signal detection 
in electronic healthcare data

Niklas Norén



Confirmatory study



Exploratory study



Temporal pattern discovery
Norén et al. Data Mining and 
Knowledge Discovery, 2010



Self-control

vs



Self-control calibrated by active comparator

vs

Norén et al. 
Drug Safety, 2013



Simple statistical shrinkage

Observed + 1/2

Expected + 1/2

Data Prior Posterior+ =

Norén et al
Stat Meth Med Res, 2013



Multiple risk and comparison windows

[0] [1,30] [-30,-1] [-540,-181] [31,90] 

Norén et al. 
Drug Safety, 2013



OMOP results (2012 study)
Ryan et al
Drug Safety, 2013

AUC



Prospective screening study

6

Nifedipine Flushing

7 20x x

Sibutramine Oedema

assessors drugs per
assessor

events per
drug

Cederholm et al. 
Drug Safety, 2015



Prospective screening study

509

127
Already
known

382

291
Dismissed

91

Merit further
evaluation

25% 76%

Drug-event pairs

Cederholm et al. 
Drug Safety, 2015



Confounding by underlying disease
Cederholm et al. 
Drug Safety, 2015



Protopathic bias?
Cederholm et al. 
Drug Safety, 2015
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