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Randomized, blinded, and controlled trials are the gold standard for establishing product effectiveness. However, stakeholders throughout the health care environment (i.e., sponsors, regulators, payers, providers, and patients) are eager to leverage real-world data (RWD) and real-world evidence (RWE) in their decision making. Essential to advancing RWE in health care decision making related to medical product effectiveness is evaluating its quality and credibility. While stakeholders desire the inclusion of randomized controlled trial (RCT) characteristics (i.e., randomization, blinding, and controlling) in the design of real-world clinical studies for evaluating treatment effects, many of the challenges to conducting RCTs are also applicable to interventional studies in the real world. Furthermore, due to significant advancements in both generating fit-for-use RWD and developing robust analysis methods, other types of real-world study designs, including non-interventional study designs, may also be able to support valid causal inference.

This paper explores the feasibility challenges to conducting interventional studies in the real world to provide guideposts for when non-interventional studies could inform regulatory decisions related to effectiveness. Specifically, ethical, operational, and resource barriers that may hinder the ability to randomize, blind, and control are discussed. The paper then highlights key considerations for how to demonstrate the credibility of a non-interventional study using secondary data that is intended to support an evidence package submitted for regulatory decision making. This includes a discussion of various methods for non-interventional studies using secondary data, the biases they intend to address, and how they can be mapped to the characteristics of an adequate and well-controlled study as outlined in the Code of Federal Regulations.

While there are different types of real-world study designs, this paper focuses on non-interventional studies using secondary data because their potential applications in support of regulatory decisions regarding effectiveness are not as well characterized as interventional RWE approaches that include randomization (e.g., pragmatic or large simple trials) or hybrid designs that utilize RWD as an external control. Non-interventional studies using secondary data can better reflect the broader patient populations, settings, and drug uses that are typical of clinical practice and, in some cases, can be conducted more efficiently than traditional RCTs. These studies should be viewed as a complementary source of evidence to RCTs that add unique and valuable information regarding the performance of medical products.

How This Paper Was Developed

This paper is informed by a literature review, a full-day private workshop on “Improving RWE Study Credibility and its Role in Totality of Evidence” (June 20, 2019), and the expert opinion of the Duke-Margolis RWE Collaborative Methods Working Group. During the workshop, stakeholder experts representing sponsors, academic research groups, data vendors, providers, and patient networks provided input for key considerations for real-world study designs and methods. This paper focuses on the quality and credibility of individual studies. The forthcoming companion methods paper focuses on the role of RWE in an evidence package, using a totality of evidence approach. This work builds on prior Duke-Margolis work, including the white papers Determining Real-World Data’s Fitness for Use and the Role of Reliability (2019), Characterizing RWD Quality and Relevancy for Regulatory Purposes (2018), and A Framework for Regulatory Use of Real-World Evidence (2017).
Background

Stakeholders are eager to increase the use of real-world data (RWD), or “data relating to patient health status and/or the delivery of health care routinely collected from a variety of sources,” throughout the life-cycle of drug development, approval, and access. In particular, they are interested in analyzing RWD to generate real-world evidence (RWE) about the use and potential benefits or risks of medical products that is actionable by a wide array of health care decision makers. The FDA is exploring potential use of these data and evidence within regulatory decision making in keeping with Congressional mandates in the 21st Century Cures Act and 6th Prescription Drug User Fee Act (PDUFA). FDA activity in this area includes the December 2018 Framework for its Real-World Evidence Program that outlines core considerations for using RWD and RWE for regulatory decisions related to effectiveness for marketed drugs and biologics. The Framework includes a three-pronged approach that considers whether: “1) RWD are fit for use; 2) studies that use RWD can provide adequate scientific evidence to answer regulatory questions; and 3) study conduct meets regulatory requirements.”

In its RWE Framework, the FDA identifies three categories of potential study designs that use RWD to generate RWE (RWE studies) to support effectiveness: 1) randomized designs using RWD; 2) non-randomized, single-arm trials with external RWD controls; and 3) observational studies. While it would be ideal to conduct interventional studies in the real world where one can randomize, blind, and control to support an effectiveness labeling change decision, it is not always feasible, appropriate, or necessary.

This white paper begins by exploring challenges to conducting interventional studies in the real world, including ethical, operational, and resource barriers, to provide guideposts for when non-interventional studies may be applicable for the regulatory question at hand. The paper highlights key considerations for evaluating study quality and improving the individual credibility of non-interventional studies that use secondary data that are intended to support a regulatory decision. This section includes a discussion of various methods for conducting non-interventional studies using secondary data, the biases they intend to address, and how they can be mapped to the characteristics of adequate and

---

* While we focus on non-interventional studies using secondary data, the FDA RWE Framework also identifies randomized designs using RWD, non-randomized, single-arm trials with external RWD control, and other non-interventional studies (e.g., registries) as potential study designs to support effectiveness.
well-controlled studies as outlined in the Code of Federal Regulations (21 CFR § 314.126’).
This white paper is intended to be a resource for stakeholders thinking through the suitability of non-interventional studies using secondary data for regulatory decision making, including sponsors designing non-interventional studies or regulators considering guidance in this space.

We specifically focus the mapping exercise on methods for non-interventional studies using secondary data† because their potential applications in support of regulatory decisions regarding effectiveness are not as well characterized as interventional RWE approaches that include randomization (e.g., pragmatic or large simple trials) or hybrid designs that utilize RWD as an external control. This distinction is especially important as the lack of randomization in non-interventional studies often gives rise to concern over the validity, reliability, or suitability of such observational data for regulatory purposes.

Still, the motivating factors for potentially utilizing non-interventional studies using secondary data for effectiveness labeling changes are increasingly clear.‡ Such studies can help fill critical evidence gaps because of their ability to reflect routine medical practice, so long as there are appropriate study designs and analytic approaches to minimize the potential for bias and confounding. These gaps include the ability to generate evidence on a broader range of outcomes that may be more reflective of patients’ perspectives or over a longer follow-up time compared to traditional RCTs. In some cases, non-interventional studies using secondary data may be able to answer certain research questions faster and more cost-efficiently.

FDA previously identified this area as a priority in the RWE Framework with the program item to “issue guidance about observational study designs using RWD, including whether and how these studies might provide RWE to support product effectiveness in regulatory decision-making.”¶ The forthcoming companion methods white paper focuses on the role of RWE in an evidence package, using a totality of evidence approach.

---

* The full text of 21 CFR § 314.126 is available in Appendix B.
† Secondary data are any data that were collected for another purpose but that are used to answer additional research questions.
Randomized, blinded, and controlled clinical trials are the gold standard for generating evidence about the efficacy of a medical product. Similarly, interventional RWE studies that are characterized with RCT features (e.g., randomization) are likely to be the most trusted form of RWE. However, conducting interventional RWE studies may not always be feasible, appropriate, or necessary.

In the next section, we will discuss feasibility challenges, including ethical, operational, and resource barriers, to randomizing, blinding, and controlling in the real world. It is important to note that many of the obstacles to conducting RCTs are applicable to interventional studies in the real world. These challenges highlight instances when non-interventional study designs that use RWD may be best suited for generating evidence for a given research question.

Ethical Considerations

First and foremost, clinical study investigators are charged with protecting participants and ensuring that they are not exposed to unnecessary risk. When designing a study, sponsors are legally obligated to adhere to the ethical principles in the Belmont Report to conduct human research in the United States. Since interventional RWE studies share characteristics of both clinical research and clinical care, there are unique ethical questions to consider when designing a study.

Ethical Barriers — Randomized Treatment Assignment

For any prospective study design, it is unethical to implement randomization without equipoise between treatments being compared. This means if the intervention of interest is already available on the market and is known to be a better treatment option,
then study administrators cannot randomize patients to a less effective treatment. The existence of equipoise may be undermined by existing RWD that indicate there may be a clinical benefit for a given use of a product. A challenge in the real world is determining whether equipoise exists, especially in cases with limited data.

Another important ethical consideration in both clinical research and clinical care is acquiring informed consent. For prospective RWE studies, providers may not be able to implement randomization because once a product is on the market, patients may be less willing to consent to receiving a randomized treatment. Patients may be resistant to participating in clinical care that diminishes their autonomy and decision-making power.

**Ethical Barriers — Blinding**
There are many ethical barriers to implementing blinding in routine health care, especially in situations of trauma or life-threatening or life-changing diseases with limited treatment options. For example, patients do not have the ability to give informed consent to blinding if they are unconscious or in a desperate situation. Patients may also be unwilling to agree to receive care knowing that they or their clinician are blinded to their treatment plan. Relatedly, blinding providers to the intervention could impact the quality of care. When clinicians are blinded to the treatment that patients receive, they may be unable to manage known potential drug interactions or adverse symptoms that arise in patients.

**Ethical Barriers — Identifying a Control Arm**
Often in rare or life-threatening diseases, it is not feasible or ethical to recruit patients to a control arm due to small patient populations with the disease or due to the lack of availability of alternative treatment. Consequently, it can be challenging to recruit an adequate number of patients to sufficiently power a study that can detect a treatment effect (e.g., patients are too healthy or too sick to join a study, or patients are unable to travel to study sites).

For long-term extensions of RCTs, it is not ethical to keep patients in placebo control arms, so most extension trials are single-arm. Moreover, patients with diseases or conditions with limited or no known treatment available may not be willing to enter a trial or study that includes a control arm.

In some cases, the understanding of the disease course provides an implicit control for the single-arm treatment, and single-arm trials can provide substantial evidence of effectiveness — for example, in late-stage cancer in which metastases regress with treatment, or in a progressive neurodegenerative disease that stabilizes with treatment.

**Operational Considerations**
Medical practice in traditional clinical trials is different from routine care, reflecting

---

**When Time is a Barrier**
Time can be a barrier for recruiting enough patients to adequately power an interventional study. For example, when measuring long-term or rare outcomes, the time that it would take to recruit a population large enough to conduct a robust study is too long to add relevant, meaningful information to the body of evidence for a product. Additionally, researchers are often concerned about patients dropping out of a study or being lost to follow-up in a long-term study. Use of a control arm can extend the amount of time it takes to recruit a sufficient study population and thus can extend the time it takes to make a drug available for a given use. Any delay in availability of effective treatment options impacts patients with rare or life-threatening diseases with limited treatment options in particular. To maximize the amount of data that can be gathered in a study, sponsors may choose to conduct a single-arm study and use RWD for an external control arm.
each setting’s unique goals. Typically, clinical researchers administer interventions in RCTs based on predetermined protocols to evaluate treatment benefit, while medical interventions in routine care are administered to treat how a patient feels, functions, or survives based on clinical opinion. Furthermore, most existing health care system infrastructure was not designed to conduct research, but rather to aid in patient care, facilitate workflows, and support billing. For example, electronic health records (EHRs) are designed to collect and display patient information for clinician decision making and billing, rather than assign treatment. These differences in infrastructure between RCTs and clinical care represent important operational considerations for researchers conducting real-world interventional studies.

**Operational Barriers — Randomized Treatment Assignment**
There are many barriers to randomization in both inpatient and outpatient care settings due to how medical products are prescribed, administered, and dispensed. Practitioners are encouraged to make clinical decisions based on the best available evidence, and random assignment of treatment runs counter to conventional medical practice. A mechanism for assigning treatment to patients based on chance does not exist in most clinical care settings. Furthermore, incorporating a process that includes a discussion of participation in research and informed consent as part of typical clinical work flow may be disruptive.

**Operational Barriers — Blinding**
A potential operational barrier to blinding is the ability for the patient to access the drug. In some cases, payers are not willing to reimburse, or require prior authorization for interventions that are not included in their formulary or that are prescribed off-label. Additionally, patient blinding may not be possible in circumstances where there is a cost difference between the treatment of interest and the standard of care option. Logistically, it is also difficult to blind the patient, prescriber, and dispenser to an outpatient intervention in the real world.

**Resource Considerations**
While there are several sources of information that regulators, patients, clinicians, and payers can use to learn about a product’s safety and efficacy, such sources are of varying levels of quality and accessibility (e.g., many journal articles are behind a pay wall). FDA product labels are considered a gold standard for informing treatment decisions. They confer significant trust not only because they are publicly accessible, but also because of the rigorous process to incorporate evidence into a label. Typically, efficacy/effectiveness information in a product label is informed by evidence generated in clinical trials. However, rigorously designed non-interventional studies using secondary data may offer complementary information that would otherwise not be accessible to decision makers.

Researchers who develop drugs (including sponsors) have finite resources including time, human capital, and financial capital. The investment of these resources has been cited as a barrier for conducting RCTs, with many also applicable to conducting interventional RWE studies. Because of this investment, the effectiveness outcomes traditionally studied in RCTs and subsequently included in the product label are those that facilitate product approval. However, there is value in studying non-traditional outcomes as well. In conjunction with traditional effectiveness outcomes, non-traditional outcomes (e.g., patient experience data or health care resource use) may aid improved clinical understanding for regulatory review as well as for provider and patient decision making. While these non-traditional outcomes may not be included in an RCT because they are not fundamental to the product’s approval, they are more likely to be collected in a real-world setting, and can be studied using non-interventional study designs.
Study Design Considerations for Evaluating the Quality and Improving the Credibility of Non-Interventional Studies Using Secondary Data

Non-interventional studies using secondary data can generate valuable evidence that broadens the understanding of a marketed medical product and is highly valuable and relevant to patient and provider decision making. Significant interest exists in understanding how non-interventional studies using secondary data can inform regulatory decision making, including product labeling as it is the authoritative source of drug information. Yet concerns exist about the ability of these RWE studies to establish valid causal inferences in relation to a product’s effectiveness because they are susceptible to systematic biases and threats to internal and external validity, all of which can diminish a study’s credibility. While some of these biases may be unavoidable, there are a variety of design and statistical approaches researchers can utilize to quantify their impact on study findings.

This section explores the second and third questions by mapping the seven characteristics of an “adequate and well-controlled study” as defined in Regulation 21 CFR § 314.126 (Table 1) to the bias (e.g., misclassification, selection, information, and confounding) and threats to validity each characteristic attempts to address. We also discuss non-interventional study design considerations rooted in pharmacoepidemiologic best practices that can be used to ameliorate the bias or threat to validity. Although these regulations were written for the

---

* The statutorily defined evidentiary bar for an effectiveness claim to be supported is “substantial evidence.” According to the Federal Food, Drug, and Cosmetic Act, substantial evidence is defined as “evidence consisting of adequate and well-controlled investigations, including clinical investigations, by experts qualified by scientific training and experience to evaluate the effectiveness of the drug involved, on the basis of which it could fairly be concluded by such experts that the drug will have the effect it purports or is represented to have under the conditions of use prescribed, recommended, or suggested in the labeling or proposed labeling thereof.” In existing Guidance for Industry, FDA interpreted this to mean “that Congress generally intended to require at least two adequate and well-controlled studies, each convincing on its own, to establish effectiveness .... Nevertheless, FDA has been flexible within the limits imposed by the congressional scheme, broadly interpreting the statutory requirements to the extent possible where the data on a particular drug were convincing.”

† Prior Duke-Margolis work addresses the first question FDA outlines in the critical questions about observational studies in its Framework on the role of data characterization and generating valid results (Appendix D).
context of traditional interventional studies, the core principles and methods discussed can be applied to non-interventional studies using secondary data. Interpretations of the characteristics and the corresponding biases can vary, particularly among different academic disciplines, but all are related to improving the ability to make a valid causal inference.

Table 1. The Seven Characteristics of Adequate and Well-Controlled Studies as Defined by 21 CFR § 314.126

<table>
<thead>
<tr>
<th>SUMMARY OF ADEQUATE AND WELL CONTROLLED CHARACTERISTICS (21 CFR § 314.126)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

The threats to valid causal inference and the study methods discussed in this section are not comprehensive and are meant to serve as examples. Other resources exist that seek to describe best practices for designing a credible pharmacoepidemiologic study, however, we chose to use the characteristics of adequate and well-controlled studies as a framework for discussing considerations related to the credibility of non-interventional studies using secondary data. These considerations are reflective of a review of the literature and consultation with experts from the Duke-Margolis RWE Collaborative to identify common biases and methods in non-interventional studies using secondary data. In practice, researchers are responsible for selecting data that are fit for use and study methods that are appropriate for the study questions. It is important to note that these seven characteristics are inherently connected and impacted by similar study design features and analysis techniques.

---

* The full text of 21 CFR § 314.126 is available in Appendix B.
† Age, sex, severity of disease, duration of disease, and use of drugs or therapy other than the test drug.
‡ Ordinarily, in a concurrently controlled study, assignment is by randomization, with or without stratification.
§ The analysis should assess, among other things, the comparability of test and control groups with respect to pertinent variables, and the effects of any interim data analyses performed.
1. Study Reporting and Transparency

Due to the abundance and heterogeneity of some secondary data (e.g., claims data), several concerns exist related to the transparency and implementation of non-interventional studies that use secondary RWD. In particular, data dredging (or data fishing) is a practice of conducting several analyses of the same dataset in order to find relationships between variables that yield a desired outcome, versus conducting a hypothesis-driven study. Data dredging may involve altering any part of the research question or study protocol, after the analysis is conducted, to support a specific result. A related issue is selectively reporting or publishing results that support the outcome of interest (i.e., cherry picking). While one permutation of all the potential methods for a given set of data yields significant results, there is always a risk that study results are due to random variation or that the results are overstated. Transparent reporting and correction for multiple testing can help mitigate these concerns.

An essential part of building study credibility is prospectively identifying the research questions that one aims to answer and specifying associated elements in a study protocol/statistical analysis plan (SAP) including study design, study population, key variables, and analysis methods. However, given the plethora of RWD sources and uses of RWD studies, it is important to note that not all studies using RWD need to be prespecified, but only those that are based on a hypothesis evaluating treatment effectiveness (HETE). Furthermore, while protocols and SAPs should be prespecified, it does not mean they must have a singular approach or are inflexible. For example, planned, scientifically-driven sensitivity analyses are valid approaches that provide flexibility when the prior evidence is lacking (e.g., subgroup differences). Such sensitivity analyses should be justified by and rooted in available literature and prior evidence whenever possible.

Adequate and Well-Controlled Characteristic

“There is a clear statement of the objectives of the investigation and a summary of the proposed or actual methods of analysis in the protocol for the study and in the report of its results. In addition, the protocol should contain a description of the proposed methods of analysis, and the study report should contain a description of the methods of analysis ultimately used. If the protocol does not contain a description of the proposed methods of analysis, the study report should describe how the methods used were selected.”

21 CFR § 314.126

Categories of RWD Studies on Treatment Effectiveness

Exploratory Treatment Effectiveness Studies

• Usually do not hypothesize the presence of a specific treatment effect and/or its magnitude
• Can serve as a first step to learn about possible treatment effectiveness (hypothesis generating)
• Are typically less preplanned to allow for adjustments as investigators gain understanding of the data

Hypothesis Evaluating Treatment Effectiveness (HETE) Studies

• Test a specific hypothesis in a specific population
• Evaluate the presence or absence of a prespecified effect and/or its magnitude
• When evaluated in conjunction with other evidence, the results may provide insights that may inform treatment recommendations (e.g., whether a treatment effect in a study that takes place in the real world where adherence is lower is the same as in a RCT)

Adapted from Berger et al.18
To facilitate an interactive and efficient application process, FDA reviews study protocols as well as SAPs for new drug applications **prior to study initiation.** Without the submission of protocols/SAPs to FDA, they cannot be certain that these documents were pre-specified and unchanged during data selection and analyses. A similar level of prespecification and review would apply to non-interventional studies using secondary data that are intended to support a labeling change related to effectiveness.

Lack of public transparency can present a barrier to RWE study credibility and reproducibility. Researchers conducting any type of human health or behavioral study are able to publicly register with ClinicalTrials.gov, which is publicly searchable but designed for RCT registration. For some studies, such as RCTs, sponsors are required to register and report summary trial results on the website, but there is no requirement for investigators to register non-interventional studies using secondary data. The Real-World Evidence Transparency Partnership, led by the International Society for Pharmacoeconomics and Outcomes Research (ISPOR), the International Society for Pharmacoepidemiology (ISPE), Duke-Margolis, and the National Pharmaceutical Council (NPC), focuses on the need for a common public registration site for these real-world studies that could be used by researchers and viewed as a credible registry by regulatory, payer/HTA, and clinical decision makers. To encourage non-interventional studies using secondary data registration, it could be a requirement for peer-reviewed publication, as it frequently is for RCTs.

In addition to protocol registration, there are a number of best practices that can help researchers maintain transparency and enable replication of the investigation — all of which increase the credibility of a study. Research bodies including ISPOR, ISPE, and the Agency for Healthcare Research and Quality (AHRQ) have released a series of white papers that outline key principles and guidelines for improving the transparency and replicability of observational studies. Recommendations include posting the study protocols and SAPs on a publicly accessible study registration site prior to implementing the study. Researchers are also encouraged to provide design diagrams as well as causal directed acyclic graphs (DAGs). Design diagrams provide a visual depiction of the anticipated timeline and should include benchmarks such as when and how patients will enter the cohort (i.e., temporal anchors), how baseline characteristics are defined, and when follow-up will begin and end. DAGs provide “a graphical representation of causal effects between variables to help understand whether bias is potentially reduced or increased when conditioning on covariates.”

---

* The FDA notes that “the fundamental principle of investigational new drug (IND) review is that an interactive process between sponsors and Center for Drug Evaluation and Research (CDER) facilitates efficient and thorough development that increases the likelihood of submission of a complete marketing application, or alternatively, prompts early termination of a development program for an unsafe or ineffective drug.”
2. Choosing a Valid Study Design to Isolate Treatment Effect

The second characteristic of adequate and well-controlled studies addresses bias that can occur when the effect of interest is masked or incorrectly attributed to the drug. Two important study design features for isolating the effect of the drug of interest from other factors (e.g., natural history of the disease, patient or provider characteristics, or time) for non-interventional studies using secondary data are the inclusion of an appropriate comparison/control group and time/temporal anchors.\(^ {32,34} \)

In non-interventional studies using secondary data, investigators should choose the most appropriate type of control group to answer their research questions.\(^ {35} \) One option for a control group is to compare patients who received the intervention to patients who received either no treatment or a placebo treatment, though placebo treatment is less common in secondary RWD. If researchers use a no-treatment group, it is important to ensure that the patients selected actually have the disease and to consider that patient treatment status may depend on factors such as disease severity, overall health status, or age. In dose-comparison studies, researchers compare the effects of the drug of interest at different doses to understand if a higher or lower dose, or if fewer or more doses, impacts the effectiveness of the intervention. Dose-comparison studies can be useful for refining the dose and administration frequency, but they are susceptible to bias from correlation between dose and disease severity. Some studies compare the effect of the drug to a

---

* Continuation of above text.

(i) Placebo concurrent control. The test drug is compared with an inactive preparation designed to resemble the test drug as far as possible. A placebo-controlled study may include additional treatment groups, such as an active treatment control or a dose-comparison control, and usually includes randomization and blinding of patients or investigators, or both.

(ii) Dose-comparison concurrent control. At least two doses of the drug are compared. A dose-comparison study may include additional treatment groups, such as placebo control or active control. Dose-comparison trials usually include randomization and blinding of patients or investigators, or both.

(iii) No treatment concurrent control. Where objective measurements of effectiveness are available and placebo effect is negligible, the test drug is compared with no treatment. No treatment concurrent control trials usually include randomization.

(iv) Active treatment concurrent control. The test drug is compared with known effective therapy; for example, where the condition treated is such that administration of placebo or no treatment would be contrary to the interest of the patient. An active treatment study may include additional treatment groups, however, such as a placebo control or a dose-comparison control. Active treatment trials usually include randomization and blinding of patients or investigators, or both. If the intent of the trial is to show similarity of the test and control drugs, the report of the study should assess the ability of the study to have detected a difference between treatments. Similarity of test drug and active control can mean either that both drugs were effective or that neither was effective. The analysis of the study should explain why the drugs should be considered effective in the study, for example, by reference to results in previous placebo-controlled studies of the active control drug.

(v) Historical control. The results of treatment with the test drug are compared with experience historically derived from the adequately documented natural history of the disease or condition, or from the results of active treatment, in comparable patients or populations. Because historical control populations usually cannot be as well assessed with respect to pertinent variables as can concurrent control populations, historical control designs are usually reserved for special circumstances. Examples include studies of diseases with high and predictable mortality (for example, certain malignancies) and studies in which the effect of the drug is self-evident (general anesthetics, drug metabolism).
group of patients who received a different active treatment that is known to be effective (often standard of care). Investigators should use the research question to determine the most appropriate type of control group for non-interventional studies using secondary data, and if appropriate, methods to define a comparison group (further described in the fourth characteristic below). Regardless, the control group should have as close to the same characteristics as the intervention group as possible. Additionally, it is important to calculate the number of patients necessary to adequately power the study, a priori.

The roles of time and temporality are especially important in designing non-interventional studies using secondary data to evaluate a drug effect.\textsuperscript{32} One consideration is that exposure time of an intervention may occur as a single event, but often administered or taken over an extended or indefinite period of time, and may require a more complex definition of exposure to treatment.\textsuperscript{36} Treatment effects for a given intervention often differ based on phase or duration of exposure. Some treatments have known adverse effects associated with initiation, and in other cases, patients need to take a drug for a period of time for it to reach steady-state and become effective. Additionally, prescribers often adjust dosages, which may not be captured, or switch treatments altogether based on patients’ responses. If patients are switching treatments, washout periods may be used to allow the effects of a previous treatment to be eliminated from their systems.\textsuperscript{37} The appropriate window of observation for a study will depend on existing evidence and the specific study question. Researchers are responsible for defining the dose and duration of treatment for study inclusion and for considering the effects of time-varying exposures and potential confounders.\textsuperscript{36}

Non-interventional studies using secondary data are also susceptible to reverse causality, which can occur when researchers unintentionally reverse the exposure-disease pathway. In other words, the outcome causes the exposure or risk factor under investigation, which may lead one to draw false conclusions about the true effect of the treatment of interest. This can be avoided by confirming that follow-up for study outcomes begins only after a treatment has been initiated, which ensures the correct temporal ordering of exposure and outcomes is ascertained. Inclusion of a lag period is another technique for minimizing the potential for reverse causation.\textsuperscript{38}

Another time/temporal threat is immortal time bias or a period of time during the cohort’s observation in which the outcome could not have occurred, often over the period before exposure to the treatment.\textsuperscript{39} In some cohort studies, to be classified as exposed, the subject has to remain event-free until the exposure has been initiated, biasing the exposure group because they have survived long enough to receive the treatment.\textsuperscript{40} For example, analyses of post-hospitalization outcomes often classify treatment groups using discharge prescription status, which is only relevant for patients who survive hospitalization. Immortal time bias can be addressed with techniques such as a time-dependent analysis or a matched, nested case-control analysis.\textsuperscript{41,42}

Depletion of susceptibles is yet another time/temporal challenge in non-interventional studies using secondary data that rely on a time-to-event analysis to evaluate treatment efficacy. Selection bias can be introduced into a study when patients who remain on a treatment are those who can tolerate it, while those who are at most risk of experiencing an adverse event discontinue soon after treatment initiation.\textsuperscript{43} Another manifestation of depletion of susceptibles occurs when studies with patients in one treatment group are established on treatment while patients in the other group are mostly new to treatment.\textsuperscript{44} Some patients who are established on treatment may have experienced outcomes of interest before data were collected. In both cases, there are groups of patients who are less susceptible to the outcome, and this bias can overestimate the benefits and underestimate harms. Depletion of susceptibles can be addressed with the use of incident-treatment analysis rather than
prevalent-treatment to ensure that the intervention preceded the outcome of interest.\textsuperscript{21} Time-dependent propensity scores can be used to adjust hazard ratios as another method to address depletion of susceptibles.\textsuperscript{45}

New-user design can mitigate some of the study design issues associated with variable misclassification due to time/temporality. This approach includes only patients from the time of treatment initiation, so that administrators can better assess patients’ pretreatment characteristics and capture all events occurring anytime during follow-up. New-user design allows for assessment of time-dependent drug effects and adverse events that are associated with treatment duration. It can be used to detect effects that occur with initiation of a treatment.\textsuperscript{46} In using secondary data, investigators need to apply criteria to ensure they are capturing new users of the medication, so the time window to define prior use is a key consideration. New-user design, when used appropriately, can enable a non-interventional design to more closely approximate an RCT and may improve the credibility of study findings.\textsuperscript{47}

### Considerations for Non-Inferiority Studies

Active comparator RCTs evaluating \textit{efficacy} are usually categorized as superiority, equivalence, or non-inferiority trials.\textsuperscript{*} The main reason for using non-inferiority trials for drug research is ethics. To maintain equipoise in clinical studies, researchers often are not able to compare investigative treatments to placebo and when an active comparator is available. If treatment effects are expected to be similar to the active comparator or there may be potential benefits beyond treatment benefits, researchers may use a non-inferiority trial design. In guidance, FDA notes that “the goal [of non-inferiority trials] is to demonstrate that the test drug has an effect by showing that its effect is sufficiently close to the effect of an active control. [...] Specifically[,] that the effect of the test drug is not inferior to the effect of the active control by a specified amount, called the non-inferiority margin.”\textsuperscript{48} In practice, non-inferiority trials have been conducted for regulatory purposes while comparative effectiveness studies using RWD have been conducted for non-regulatory decision makers (e.g., prescribers and payers). Studies in the real world that “compare the \textit{effectiveness} of two or more interventions or approaches to health care, examining their risk and benefits” are called comparative effectiveness research.\textsuperscript{49} Some of the challenges of implementing a valid, high-quality non-inferiority RCT apply to non-inferiority, non-interventional studies using secondary data (e.g., difficulties determining appropriate margin sizes and no single analysis approach).\textsuperscript{50} However, there are unique considerations. For example, the need for a large sample size is often cited as a barrier to conducting non-inferiority RCTs, which is less of a challenge in non-interventional studies using secondary data. However, those data will lack randomization and have added heterogeneity (e.g., patient population, levels of treatment exposure, outcome assessment). Consequently, the data may be biased and inadvertently support the non-inferiority claim when in fact the new treatment is inferior. (Having a larger sample size will not address potential bias and only provide a more precise, biased effect.) Also, real-world studies may not be well-suited for reliably detecting small, but clinically meaningful treatment effects because of data heterogeneity. However, non-inferiority designs could be useful when expected treatment effects are small compared to existing treatment. Like in non-inferiority RCTs, it is critical for researchers to validate non-inferiority margins, to account for variability in measurements, and potential unmeasured confounding to generate credible evidence about non-inferiority from non-interventional studies using secondary data.\textsuperscript{50}

---

* Superiority trials test the hypothesis that one treatment is superior to another.\textsuperscript{51} Equivalence trials test the hypothesis that the effects of two treatments are the same (within a prespecified range). Non-inferiority trials test the hypothesis that one treatment is no worse than another treatment.\textsuperscript{51,52}
3. Correctly Identifying Study Population

The third characteristic of adequate and well-controlled studies focuses on reducing misclassification that can occur when the study population is incorrectly defined or identified. Fundamental to identifying the appropriate study population (and other study variables including exposure and covariables) is using a fit-for-use dataset that is both relevant and reliable. Because secondary RWD were collected for a different purpose, the information necessary to identify patients may not be available or captured at the ideal level of granularity, a challenge for the fit-for-use assessment. Subsequently, using proxies and algorithms based on the available data for classifying patients’ disease or treatment statuses may be necessary.

Researchers are responsible for identifying patients with a given condition who received the treatment(s) of interest. The literature should be reviewed to evaluate whether existing validated algorithms can be used to identify patients’ disease and treatment and can be appropriately applied to the data that will be used. It is critical that proxies and algorithms account for how the RWD were collected and the concept it represents. RWD are often entered or collected by a multitude of end users, and there is a potential for patient diagnoses to be incorrect or vary by clinicians, facilities, or health systems. For example, different clinicians evaluating the same patient may enter different primary diagnoses. If no appropriate algorithm exists, a custom-developed algorithm should be validated against a gold standard to ensure accuracy, sensitivity/specificity, and positive predictive value.

It is important to note, in non-interventional studies using secondary data, information about patients’ diagnoses/disease status and treatment status may come from multiple data sources (e.g., a combination of registry, EHR, or claims data). Regardless of source, researchers must have reasonable assurance that patients included in a study have the disease or condition and received the treatment(s) of interest.
4. Ensuring Comparability Between Treatment Groups

The fourth characteristic is related to how patients are assigned to treatment versus control/comparator group and minimizing selection bias. As discussed in the second characteristic, it is necessary to ensure balanced covariates (both known and unknown) across both groups to help isolate the effect of the drug. While this is ideally done through randomization, there are methods to reduce the selection bias that can occur when treatment cannot be assigned as in non-interventional studies using secondary data.\textsuperscript{14}

Instead, in non-interventional studies using secondary data, \textbf{patients are grouped into treatment categories based on the study design and rules that are applied}. As discussed in the third characteristic, data fitness-for-use is essential for identifying all relevant variables of interest including treatment exposure. Additionally, the clinical process of treatment selection and patient use is not always clear. For example, medications with several or broad indications or with known off-label uses may not be feasibly matched to the disease or condition they were intended to treat without additional diagnostic data. Furthermore, it can be challenging to know whether patients actually took a drug that was prescribed and dispensed to them based purely on EHR data. Using claims data, researchers can examine if a patient filled a prescription, but additional data sources may be required to assess whether a patient took the drug regularly or at all. It is at the discretion of researchers to determine the most appropriate inclusion criteria for a given study question.

Selection bias can be introduced in a non-interventional study using secondary data if the baseline characteristics of the group of patients who received the intervention are significantly different from the comparator group, and both groups do not represent the target population. This can occur for several reasons, including but not limited to:

\begin{itemize}
  \item Providers may prescribe interventions differently based on the overall condition or health status of patients (i.e., level of disease severity or progression or comorbid conditions)
  \item Providers may be hesitant to prescribe newer interventions or may only be willing to prescribe certain treatments as a second- or third-line option
  \item Patient access to newer treatments may be limited by the expense of a treatment and/or health insurance status, leading to channeling of higher socioeconomic status receiving therapy
\end{itemize}

Researchers should be aware of potential selection bias during the design and analysis phases of studies, and should generate well-formed hypotheses and develop plausible causal diagrams (e.g., directed acyclic graphics) during the design phase.\textsuperscript{33} If patients have different known baseline characteristics, data analysts can adjust for these differences using regression. However, prior to the analysis phase, consideration may be given to restriction based on prescribing patterns and differences in characteristics.
It is important for data collectors and aggregators to capture information about subjects’ baseline characteristics whenever possible to detect and adjust for these differences.

Some methods that adjust for baseline differences also address confounding, which is discussed in the section below on the seventh characteristic of adequate and well-controlled studies. One method to control for unmeasured confounding is instrumental variable analysis, which aims to mimic randomization. A valid instrumental variable predicts the treatment but is not associated with the outcome, though identifying a valid instrument can be challenging.

5. Reducing Subject, Observer, or Analyst Bias

The fifth component of adequate and well-controlled studies aims to mitigate information bias that can occur when study participants, observers, or data analysts change their behavior, either consciously or unconsciously, based on knowledge of a subject’s treatment status or another factor. For example, more intensive follow-up for the new treatment of interest versus the known standard of care (ascertainment bias). Often, blinding and standardized methods of data collection are used in RCTs to reduce some types of information bias.

Blinding participants in non-interventional studies using secondary data is often not feasible. In retrospective studies using secondary data, blinding of patients and providers is outside the control of study investigators, since patients and prescribers make treatment decisions together. One advantage of retrospective studies is that participants do not know that they are being studied for a particular research question when data are collected, so there is reduced potential for responder bias. However, study analysts can be masked to patient status for some non-interventional studies.

Prespecification of the study protocol and statistical analysis plan and blinding of data analysts are important techniques for minimizing information bias on the part of data analysts. Blinding data analysts can reduce potential for analyst bias, but it also restricts the ability of analysts to perform unplanned tests or study modifications based on preliminary results. Data aggregators and preparers should use detailed, prespecified methods for selecting and assessing eligible patients. Another technique for minimizing information bias is for investigators to choose endpoints that are less subject to different interpretations. For mitigating measurement bias, blinding is unnecessary for some objective endpoints, such as death, recurrent myocardial infarction, or hospitalized infection.
6. Addressing Measurement Bias in Subjects’ Response

Accurate and reliable methods of assessment are part of the sixth characteristic of adequate and well-controlled studies. In RCTs, study administrators strive to collect measurements that reflect the clinical concept of interest from subjects with as little variability as possible to reduce potential measurement bias. Because RWD are collected in routine care rather than in a controlled, experimental environment, there is added potential for measurement bias that could impact fitness-for-use of data. Similar to concerns raised in the third characteristic about misclassification of a patient’s disease or exposure status, a patient’s outcome status can be measured incorrectly or misclassified in secondary data, depending on who is collecting the information.

In the real world, encounters with the health care system are not protocolized, so there are often gaps in clinical data over time. Equipment and practices in hospitals and other clinical settings vary widely, and it is not always feasible for data aggregators or study sponsors to control or adjust for these differences in RWD. Diagnosis or disease classification often depends on the interpretation of the provider reading results or examining a patient. For example, in oncology, when providers are determining disease progression or a patient’s response to treatment, providers may reach different conclusions depending on the method of measurement (e.g., radiologic measures or pathologic measures). Differential variation in measurements can introduce measurement bias into study results. As mentioned in several of the earlier characteristics of adequate and well-controlled studies, it is critical for researchers to use data that are rigorously collected, aggregated, and validated as fit for use. It is important for researchers to specify how outcomes will be defined and what algorithms will be used.

If investigators have a series of data points for each study subject, analyses of within-subject differences for a given measurement can help analysts quantify the level of measurement bias. Analysts can also examine differences in measurements between clinical sites. If data analysts can describe the size and direction of measurement bias, it may be possible to adjust for variability in measurements. Structural equation modeling (SEM) is one option for estimating measurement bias. In some cases, when little is known about variability in measurements, it may be appropriate for investigators to cluster patients by clinical care site, assuming that measurements are conducted similarly within clinical care sites. This approach allows measurement variations across clinical sites to be quantified and accounted for in effect size estimation using methods such as hierarchical modeling. Additionally, investigators can conduct sensitivity analyses that offer a range of estimates based on potential size of misclassification bias and the impact it could have on overall estimates of effect, thereby offering an evaluation of the robustness of estimates.
7. Identifying and Minimizing the Effects of Confounding

The seventh characteristic of adequate and well-controlled studies addresses measured and unmeasured confounding in a study. In a clinical study, confounding occurs when a factor outside the causal pathway is associated with the exposure and is a risk factor for the outcome variable. The presence of confounding can make it appear as though an association exists when it does not, or mask the true association between a treatment and an outcome.

An important distinction is whether confounding variables are assumed to be observed or whether some are unobserved. When all confounders are observed, researchers can use analytical approaches that are similar to those that control for baseline differences between treatment groups. When some are unobserved, approaches must rely on relationships between the unmeasured confounders and observed variables, on designs or analyses that proxy randomization, on external information, or on other assumptions about the nature of the confounders. However, by the very nature of the problem, it is usually difficult to be certain about whether unmeasured confounders are well controlled.

The concept of confounding is defined and addressed in different ways across disciplines (e.g., endogeneity in econometrics). Regardless, the issue is the same in that it is a barrier to making a valid causal inference. Additionally, there are several techniques that are commonly used to address confounding throughout the study design and analysis phases (Table 2). Confounding is related to other characteristics of adequate and well-controlled studies and, in some cases, can be avoided or addressed in part using methods previously discussed. The techniques listed in Table 2 are meant to serve as examples rather than an exhaustive list. Additional techniques for addressing confounding are discussed in detail in the National Institute for Health and Care Excellence (NICE) technical support document on observational data.
<table>
<thead>
<tr>
<th>APPROACHES FOR MEASURED CONFOUNDING</th>
<th>DESIGN TOOLS FOR ADDRESSING CONFOUNDING</th>
<th>ANALYSIS TOOLS FOR ADDRESSING CONFOUNDING</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Restricting&lt;sup&gt;60&lt;/sup&gt; — Limits study subjects to those with a specific value of the confounding variable</td>
<td>• Stratification&lt;sup&gt;61&lt;/sup&gt; — Divides subjects into strata that share a common characteristic or value and analyzes them separately</td>
<td></td>
</tr>
<tr>
<td>• Matching — Groups subjects in different exposure cohorts by the same value of the confounding variable(s) such as age, income, disease severity, or comorbidity</td>
<td>• Multivariate regression models&lt;sup&gt;62&lt;/sup&gt; — Accounts for more than one covariate in a model to adjust for confounders (e.g., logistic and linear regression models, Cox proportional hazards model)</td>
<td></td>
</tr>
<tr>
<td>• Stratification&lt;sup&gt;61&lt;/sup&gt; — Divides subjects into strata that share a common characteristic or value and analyzes them separately</td>
<td>• Propensity score analysis&lt;sup&gt;63-65&lt;/sup&gt; — Summarizes the information from measured confounding variables by estimating the probability of a subject having the exposure of interest given their clinical status and is able to account for many confounders at once&lt;sup&gt;*&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

| APPROACHES FOR UNMEASURED CONFOUNDING |  |
|--------------------------------------|  |
| • Two-stage sampling<sup>66</sup> — Exposure and outcome variables are determined for the entire sample, but covariates are measured on a subsample | • Hierarchical models — Able to model multilevel data (e.g., fixed effects and random effects) |
| • Crossover design<sup>67</sup> — Assesses the association of transient exposures and acute outcomes by using subjects as their own control | • Instrumental variable analysis<sup>54</sup> — Estimates the causal effect in the presence of unmeasured confounding using an unconfounded proxy of the exposure |
| • Active comparison group<sup>46,68</sup> — Compares the effects of a treatment to a control group that was exposed to another treatment for the disease (based on the assumption that patients who receive either treatment have a similar level of disease severity) | • Sensitivity analysis<sup>57</sup> — Quantifies potential unmeasured confounding and its effect on the exposure-outcome association |
| • Natural experiment<sup>69</sup> — Compares two groups where treatment assignment is controlled by an independent factor not related to outcomes, such as a difference in laws between states | • External adjustment<sup>57</sup> — Uses parameter estimates for an unmeasured confounder(s) from existing research |
| • Regression discontinuity<sup>69</sup> — A quasi-experimental pretest-posttest design analysis that elicits the causal effects of interventions by assigning/recognizing a cutoff or threshold above or below which an intervention is assigned |  |

(Table 2 adapted from Schneeweiss<sup>57,70</sup>)

* There are multiple methods for propensity score analysis, such as matching, stratification, and inverse probability of treatment weighting.
Uncertainty from unmeasured confounding is a threat to the credibility of non-interventional studies using secondary data. Common unmeasured confounders in secondary datasets include lifestyle, socioeconomic status, clinical factors, and over-the-counter medications. When successfully randomized, unknown and unmeasured variables are balanced across the intervention and control/comparator groups. When randomization is not possible, one method for detecting the presence of unmeasured confounding is the use of negative controls, which repeats the analysis under conditions in which a null result is expected to verify that it does in fact produce a null result. Furthermore, to assess the validity and robustness of results, sensitivity analyses can be used to measure the potential impact of unmeasured confounders.

Sensitivity analyses enable researchers to parameterize a spectrum of plausible effect estimates by varying assumptions about the underlying clinical practice or biology of the treatment. Sensitivity parameters can be applied to any aspect of a study design (e.g., patient selection, treatment exposure, known and unknown covariates, and outcome) and should be hypothesis-driven, rely on causal diagrams, and prespecified when possible. Common simple analyses include varying the look-back period to assess covariates and new user status prior to treatment initiation as well as varying the follow-up periods such as changing the lag and latency periods to evaluate the impact of treatment initiation and discontinuation on findings. There are also several approaches to conducting sensitivity analyses for unmeasured confounders, and some examples of these approaches are discussed in Table 3.

<table>
<thead>
<tr>
<th>SENSITIVITY ANALYSIS / EXTERNAL ADJUSTMENT APPROACH</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array approach (basic)</td>
<td>Analyses exploring how observed associations change by varying 1) the strength of the confounder-disease association and 2) the balance of confounders across treatment groups</td>
</tr>
<tr>
<td>Rule-out approach</td>
<td>Analysis to determine the strength of unmeasured confounding needed to fully explain the results of a study with the hope that the number of possible unmeasured confounders cannot explain the observed association (e.g., E-value)</td>
</tr>
<tr>
<td>External adjustment based on a single binary confounder</td>
<td>Analysis that incorporates prevalence and parameter estimates for an unmeasured confounder from existing research to estimate the impact of confounding</td>
</tr>
<tr>
<td>External adjustment based on multiple confounders with various distributions</td>
<td>Analysis that uses propensity score calibration to account for multiple unmeasured confounders rather than outcome information</td>
</tr>
<tr>
<td>Simulation-based sensitivity analysis</td>
<td>Computerized analysis technique that provides a distribution of bias-corrected estimates (e.g., Monte Carlo)</td>
</tr>
</tbody>
</table>

(Sensitivity analyses are) the last line of defense against biases after every effort has been made to eliminate, reduce, or control them in study design, data collection, and data analysis."
Summary and Next Steps

Non-interventional studies using secondary data can better reflect broader patient populations, care settings, and drug uses found in routine clinical practice. Additionally, in some cases, they can be conducted more efficiently than interventional studies. While non-interventional studies using secondary data offer unique and valuable evidence that complements RCTs and randomized real-world studies, questions remain about the circumstances that merit their use and their ability to support valid causal inferences. Building on a body of work on using non-randomized real-world studies for regulatory decision making and the pharmacoepidemiologic literature on study design and analysis, we explored some of these remaining questions.4,14,17,22

First, we discussed feasibility challenges to conducting interventional studies in the real world to illustrate when non-interventional studies could inform regulatory decisions related to effectiveness. Specifically, we explored the ethical, operational, and resource barriers to randomization, blinding, and controlling studies in the real world. Second, we discussed considerations for designing and analyzing high-quality non-interventional studies using secondary data that can make valid causal inferences to support regulatory decision making. We mapped rigorous pharmacoepidemiologic methods for non-interventional studies using secondary data and the biases they intend to address to the regulatory standard of adequate and well-controlled studies.

Significant progress in the field of pharmacoepidemiology has been made in the past 20 years, and it continues to evolve rapidly.4,77 There is ongoing work in the area of developing and refining advanced statistical methods to improve researchers’ ability to make a valid causal inference using RWD, such as G-methods and techniques for harmonizing observational and RCT protocols.22,78-81 Over time, it is imperative that an understanding of these methods and their potential limitations is continuously harnessed by reviewers to adequately evaluate new evidence.

Demonstrating consistency in the ability of these pharmacoepidemiologic techniques to make causal inference would enable FDA to incorporate this valuable source of information into its decision making.4,14 One approach to building this confidence is through prospective replication/duplication studies that demonstrate that the results of studies using RWD match those from RCTs, such as RCT Duplicate and OPERAND.4,82,83 Although not all RCTs can be replicated using RWD, RWE can offer new information that complements evidence from RCTs.84 Other health care decision makers (e.g., payers and providers) have significant experience in using RWD and these analytical techniques to generate RWE to inform their decision making. Their experience may also offer the Agency examples of how to evaluate the quality of evidence these techniques yield.

This paper explores the ability of non-interventional studies using secondary data to make valid causal inferences by mapping study designs and analysis techniques to the characteristics of adequate and well-controlled studies. However, the adequate and well-controlled characteristics is but one framework to use to guide research on the quality of non-interventional studies using secondary data. As there is no single gold standard for its evaluation, it is important for stakeholders to develop consensus around understanding when non-interventional studies using secondary data are sufficiently credible to be used in regulatory decision making. Such consensus is the first step to distinguishing between high-quality and low-quality RWE.
Future topics related to RWE study credibility may include:

- Continuing to demonstrate that RWE studies (i.e., randomized real-world studies, observational studies, and the use of external control arms) can be used to make valid causal inference to support regulatory decision making (e.g., pilot projects);

- Providing guidance on how RWE can effectively be used as part of evidence packages to support decisions related to effectiveness labeling changes; and

- Providing clarity on how RWE can be communicated in the product label.
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Subpart D — FDA Action on Applications and Abbreviated Applications

Sec. 314.126 Adequate and well-controlled studies.

(a) The purpose of conducting clinical investigations of a drug is to distinguish the effect of a drug from other influences, such as spontaneous change in the course of the disease, placebo effect, or biased observation. The characteristics described in paragraph (b) of this section have been developed over a period of years and are recognized by the scientific community as the essentials of an adequate and well-controlled clinical investigation. The Food and Drug Administration considers these characteristics in determining whether an investigation is adequate and well-controlled for purposes of section 505 of the act. Reports of adequate and well-controlled investigations provide the primary basis for determining whether there is “substantial evidence” to support the claims of effectiveness for new drugs. Therefore, the study report should provide sufficient details of study design, conduct, and analysis to allow critical evaluation and a determination of whether the characteristics of an adequate and well-controlled study are present.

(b) An adequate and well-controlled study has the following characteristics:

(1) There is a clear statement of the objectives of the investigation and a summary of the proposed or actual methods of analysis in the protocol for the study and in the report of its results. In addition, the protocol should contain a description of the proposed methods of analysis, and the study report should contain a description of the methods of analysis ultimately used. If the protocol does not contain a description of the proposed methods of analysis, the study report should describe how the methods used were selected.

(2) The study uses a design that permits a valid comparison with a control to provide a quantitative assessment of drug effect. The protocol for the study and report of results should describe the study design precisely; for example, duration of treatment periods, whether treatments are parallel, sequential, or crossover, and whether the sample size is predetermined or based upon some interim analysis. Generally, the following types of control are recognized:

(i) Placebo concurrent control. The test drug is compared with an inactive preparation designed to resemble the test drug as far as possible. A placebo-controlled study may include additional treatment groups, such as an active treatment control or a dose-comparison control, and usually includes randomization and blinding of patients or investigators, or both.

(ii) Dose-comparison concurrent control. At least two doses of the drug are compared. A dose-comparison study may include additional treatment groups, such as placebo control or active
control. Dose-comparison trials usually include randomization and blinding of patients or investigators, or both.

(iii) No treatment concurrent control. Where objective measurements of effectiveness are available and placebo effect is negligible, the test drug is compared with no treatment. No treatment concurrent control trials usually include randomization.

(iv) Active treatment concurrent control. The test drug is compared with known effective therapy; for example, where the condition treated is such that administration of placebo or no treatment would be contrary to the interest of the patient. An active treatment study may include additional treatment groups, however, such as a placebo control or a dose-comparison control. Active treatment trials usually include randomization and blinding of patients or investigators, or both. If the intent of the trial is to show similarity of the test and control drugs, the report of the study should assess the ability of the study to have detected a difference between treatments. Similarity of test drug and active control can mean either that both drugs were effective or that neither was effective. The analysis of the study should explain why the drugs should be considered effective in the study, for example, by reference to results in previous placebo-controlled studies of the active control drug.

(v) Historical control. The results of treatment with the test drug are compared with experience historically derived from the adequately documented natural history of the disease or condition, or from the results of active treatment, in comparable patients or populations. Because historical control populations usually cannot be as well assessed with respect to pertinent variables as can concurrent control populations, historical control designs are usually reserved for special circumstances. Examples include studies of diseases with high and predictable mortality (for example, certain malignancies) and studies in which the effect of the drug is self-evident (general anesthetics, drug metabolism).

(3) The method of selection of subjects provides adequate assurance that they have the disease or condition being studied, or evidence of susceptibility and exposure to the condition against which prophylaxis is directed.

(4) The method of assigning patients to treatment and control groups minimizes bias and is intended to assure comparability of the groups with respect to pertinent variables such as age, sex, severity of disease, duration of disease, and use of drugs or therapy other than the test drug. The protocol for the study and the report of its results should describe how subjects were assigned to groups. Ordinarily, in a concurrently controlled study, assignment is by randomization, with or without stratification.

(5) Adequate measures are taken to minimize bias on the part of the subjects, observers, and analysts of the data. The protocol and report of the study should describe the procedures used to accomplish this, such as blinding.

(6) The methods of assessment of subjects’ response are well-defined and reliable. The protocol for the study and the report of results should explain the variables measured, the methods of observation, and criteria used to assess response.
(7) There is an analysis of the results of the study adequate to assess the effects of the drug. The report of the study should describe the results and the analytic methods used to evaluate them, including any appropriate statistical methods. The analysis should assess, among other things, the comparability of test and control groups with respect to pertinent variables, and the effects of any interim data analyses performed.

(c) The Director of the Center for Drug Evaluation and Research may, on the Director’s own initiative or on the petition of an interested person, waive in whole or in part any of the criteria in paragraph (b) of this section with respect to a specific clinical investigation, either prior to the investigation or in the evaluation of a completed study. A petition for a waiver is required to set forth clearly and concisely the specific criteria from which waiver is sought, why the criteria are not reasonably applicable to the particular clinical investigation, what alternative procedures, if any, are to be, or have been employed, and what results have been obtained. The petition is also required to state why the clinical investigations so conducted will yield, or have yielded, substantial evidence of effectiveness, notwithstanding nonconformance with the criteria for which waiver is requested.

(d) For an investigation to be considered adequate for approval of a new drug, it is required that the test drug be standardized as to identity, strength, quality, purity, and dosage form to give significance to the results of the investigation.

(e) Uncontrolled studies or partially controlled studies are not acceptable as the sole basis for the approval of claims of effectiveness. Such studies carefully conducted and documented, may provide corroborative support of well-controlled studies regarding efficacy and may yield valuable data regarding safety of the test drug. Such studies will be considered on their merits in the light of the principles listed here, with the exception of the requirement for the comparison of the treated subjects with controls. Isolated case reports, random experience, and reports lacking the details which permit scientific evaluation will not be considered.

APPENDIX C: THE SPECTRUM OF REAL WORLD STUDY DESIGNS

RWE studies can either be interventional (e.g., pragmatic clinical trials [PCTs]) or non-interventional (e.g., observational studies using secondary data or open-label). Although RWD are captured during the delivery of health care, studies that take place in a real-world setting can apply some of the same design elements as traditional clinical trials (e.g., randomization).

In interventional RWE studies, treatments are assigned to patients, and randomization can be utilized. There are different types of interventional RWE studies, including PCTs and large simple trials. PCTs are perceived as the closest real-world study design akin to RCTs, but have broader inclusion/exclusion criteria and include real-world or “pragmatic” design elements. They can allow for a better understanding of the effectiveness of a medical product in routine practice and indicated populations.85

Hybrid RWE studies incorporate elements of both interventional and non-interventional studies. Single-arm, open-label extension studies can serve as real-world continuations of RCTs depending on how they are specified in the protocols and, in some cases, can allow researchers to build on RCT data to better understand the long-term effects of a product in an environment that reflects the real world. Additionally, an external control arm comprised of RWD may be as a comparator in a single-arm trial.

Non-interventional studies do not assign treatments to patients. They can use both primary data—information that was collected for a specific research goal such as in a registry study—and secondary data—information that was collected for another purpose but that can be used to answer additional research questions, such as in secondary database analyses.86 Non-interventional studies include studies such as analyses of observational disease registries, hypothesis-driven analyses of claims and EHR data, cohort studies, and case-control studies.
APPENDIX D. PREVIOUS DUKE-MARGOLIS WORK ON RWD AND RWE

A Framework for Regulatory Use of Real-World Evidence
September 13, 2017
Describes distinct definitions for what constitutes RWD and RWE, the considerations that should guide the development of RWE that is fit for regulatory purposes, and high-priority opportunities to improve such development and use.

Characterizing RWD Quality and Relevancy for Regulatory Purposes
October 1, 2018
Provides an overview of the data curation process and identifies potential challenges for regulators in assessing the underlying appropriateness of the RWD source for the given regulatory question of interest.

Determining Real-World Data’s Fitness for Use and the Role of Reliability
September 26, 2019
Examines the key components of RWD fitness-for-use considerations and identifies principles for developing a minimum set of reliability checks.

Understanding the Need for Non-Interventional Studies Using Secondary Data to Generate Real-World Evidence for Regulatory Decision Making, and Demonstrating Their Credibility
November 25, 2019
Provides guidance on when conducting interventional RWE studies may not be possible and how to demonstrate credibility in the causal inference made by non-interventional studies using secondary data (observational studies).
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