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EXECUTIVE SUMMARY 

With growing interest in using real-world data (RWD) and real-world evidence (RWE) to support 
regulatory decision-making, stakeholders are considering how to develop robust real-world study 
endpoints to evaluate medical product effectiveness when fit-for-use data and valid methods are 
available. Despite extensive literature and guidance for developing clinical trial endpoints, few resources 
support real-world endpoint development. Some principles can be carried over from the clinical trial 
setting, but differences in patient populations, care settings, and data collection in the real-world setting 
result in unique considerations for endpoint development. Additionally, studies conducted in the real-
world setting have the potential to capture outcomes that are more relevant to patients than outcomes 
captured in clinical trials.  
 
This paper explores how key differences in study 
settings influence a researcher’s considerations 
for developing study endpoints in the real world. 
First, because stakeholders involved in the real-
world endpoint development process have 
multidisciplinary backgrounds, this paper details 
the current landscape of endpoint development, 
provides standardized definitions of key 
concepts, and introduces existing frameworks. 
Second, this paper presents a roadmap for 
endpoint development, beginning with selection 
of a concept of interest and study outcome that 
reflect the research question. Within this 
roadmap, the paper details how real-world 
settings impact selection of a concept of interest, 
outcome, and endpoint components, raising 
challenges for researchers to consider when 
developing real-world endpoints. Third, this 
paper addresses key considerations for the 
validation of real-world endpoints. Finally, this 
paper examines opportunities to enhance the 
use of real-world endpoints through stakeholder 
collaboration.  

  

How This Paper Was Developed 

This paper is informed by a literature review, two 
private workshops on “Establishing Guideposts for 
Developing Real-World Endpoints” (September 16, 
2019 and February 26, 2020), and the expert opinion 
of the Duke-Margolis RWE Collaborative RWEndpoints 
Working Group. During the workshops, stakeholder 
experts representing sponsors, academic research 
groups, data vendors, providers, and patient networks 
discussed the current and evolving landscape around 
endpoint development in the real-world setting. This 
work builds on Duke-Margolis’s recommendations 
published in: 1) Adding Real-World Evidence to a 
Totality of Evidence Approach for Evaluating Marketed 
Product Effectiveness (2019), 2) Need for Non-
Interventional Studies Using Secondary Data to 
Generate Real-World Evidence for Regulatory Decision 
Making, and Demonstrating Their Credibility (2019), 3) 
Determining Real-World Data’s Fitness for Use and the 
Role of Reliability (2019), 4) Characterizing RWD 
Quality and Relevancy for Regulatory Purposes (2018), 
and 5) A Framework for Regulatory Use of Real-World 
Evidence (2017). 
 

https://healthpolicy.duke.edu/sites/default/files/2020-08/Totality%20of%20Evidence%20Approach.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Totality%20of%20Evidence%20Approach.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Totality%20of%20Evidence%20Approach.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Non-Interventional%20Study%20Credibility.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Non-Interventional%20Study%20Credibility.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Non-Interventional%20Study%20Credibility.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Non-Interventional%20Study%20Credibility.pdf
https://healthpolicy.duke.edu/sites/default/files/2019-11/rwd_reliability.pdf
https://healthpolicy.duke.edu/sites/default/files/2019-11/rwd_reliability.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Characterizing%20RWD%20for%20Regulatory%20Use.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/Characterizing%20RWD%20for%20Regulatory%20Use.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/rwe_white_paper_2017.09.06.pdf
https://healthpolicy.duke.edu/sites/default/files/2020-08/rwe_white_paper_2017.09.06.pdf
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Background 
Stakeholders are eager to increase the use of 
real-world data (RWD)—“data relating to patient 
health status and/or the delivery of health care 
routinely collected from a variety of sources”—
throughout the life-cycle of drug development, 
approval, and access.1* In particular, stakeholders 
want to analyze RWD to generate real-world 
evidence (RWE) about the use, benefits, and risks 
of medical products and then make that RWE 
actionable by health care decision makers.1 FDA 
is exploring the use of RWD and RWE for 
regulatory decision-making, per Congressional 
mandates in the 21st Century Cures Act and 6th 
Prescription Drug User Fee Act (PDUFA). The 
December 2018 Framework for FDA’s Real-World 
Evidence Program is an important step in this 
exploratory process.1 
 
Integral to improving the acceptability of real-
world studies by regulatory decision-makers is 
study quality, including data fitness for use and 
the ability of the methods to support valid causal 
inference, as well as the regulatory and clinical 
contexts.2-6 One key step toward generating 
regulatory-grade RWE is developing robust and 
relevant endpoints that can address a research 
question about a medical product’s safety or effectiveness in the real-world setting: real-world 
endpoints.  

  

                                                           
* A glossary of relevant terms can be found in Appendix B. 

The Value of Real-World Data and Real-
World Evidence 

RWE studies can complement evidence from 
randomized controlled trials (RCTs) and contribute to 
a robust evidence package to support regulatory 
decision-making. There is a well-established history of 
the FDA using RWE to support labeling changes 
related to safety; however, RWE studies might also be 
useful in labeling changes related to effectiveness. 
RWD is often collected by providers as part of clinical 
practice throughout the health system. Therefore, 
RWD can support analyses that better represent the 
broader impact of a medical product, including routine 
clinical care and self-care. RWD can also continuously 
capture the evolving standard of care, whereas RCTs 
capture information during a specified timeline. 
Drawing from RWD, RWE studies often have broader 
inclusion criteria than traditional RCTs, which might 
provide insight into the impact of a drug on patients 
who were not represented in the RCT. RWE studies 
might also capture outcomes that are more relevant 
to prescribers and patients. RWE might be generated 
more efficiently and with fewer resources, increasing 
the availability of information that might not 
otherwise be generated. 
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What is an Endpoint? 
As defined in the FDA-NIH Biomarker Working Group’s Biomarkers, EndpointS, and other Tools (BEST) 
glossary, an endpoint is “a precisely defined variable intended to reflect an outcome of interest that is 
statistically analyzed to address a particular research question.”7 Endpoints are characterized by the 
type of research question they aim to answer, the outcomes they capture, and how they are used in the 
study design (Table 1). Effectiveness endpoints answer research questions that intend to demonstrate 
that an intervention or exposure results in a clinical benefit, defined as “a positive effect on how an 
individual feels, functions, or survives.”7 Endpoint types are characterized by the manner in which the 
outcome (or outcomes) are captured. Endpoints are also grouped within the statistical hierarchy,† as 
defined by the study design.8 Endpoints can also be classified according to whether they are novel 
compared to commonly accepted endpoints. (For more information on the types of endpoints, including 
a discussion on endpoint novelty, see Appendix C).  
 
Table 1. Endpoint types are categorized by how outcomes are captured and by their position in the 
statistical hierarchy. 

 
Researchers balance the tradeoffs of an ideal real-world endpoint with practical considerations, such as 
the feasibility and relevancy of the endpoint. For example, a composite endpoint may best answer a 
research question, but if capturing multiple outcomes in the RWD source is not feasible or presents a 
significant burden for providers, a different endpoint might be considered.  
  
Characterizing the endpoint by the outcomes it captures and the endpoint’s position in the statistical 
hierarchy is necessary for determining the appropriate statistical analyses. Positioning in the statistical 
hierarchy can also impact the regulatory acceptability of the endpoint. For example, secondary and 
exploratory endpoints might be less likely to inform a product’s label. 

                                                           
† The statistical hierarchy refers to a grouping of endpoints by clinical importance, expected frequency of the event, and anticipated 
drug effects. 
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Translating Lessons Learned to the Real-World Setting 
Developing real-world endpoints is challenging due to the lack of adequate literature, standardized best 
practices, and regulatory guidance that address the differences in endpoint development between the 
clinical trial and real-world settings. Differences in data collection practices, patient populations, and 
care patterns in the real-world setting might require certain endpoint components that a clinical trial for 
the same disease or condition might not use. The uncertainty introduced by these differences may also 
require analytical and study design approaches distinct from the approaches used in clinical trials.  
 
Although literature on developing real-world endpoints is limited, many lessons can be learned from 
clinical trial endpoint development, which has been detailed extensively for decades across peer-
reviewed publications, multi-stakeholder standards-setting bodies, and international collaborative 
efforts. FDA itself has outlined many key considerations for clinical trial endpoint development in at 
least four cornerstone guidance documents:  
 

• Clinical Trial Endpoints for the Approval of Cancer Drugs and Biologics 

• Multiple Endpoints in Clinical Trials  

• Expedited Programs for Serious Conditions – Drugs and Biologics 

• Patient-Reported Outcome Measures: Use in Medical Product Development to Support Labeling 
Claims 

 
FDA does not state a preference for type of endpoint chosen to demonstrate effectiveness. However, 
the Demonstrating Substantial Evidence of Effectiveness for Human Drug and Biological Products 
guidance notes that “the most straightforward and readily interpreted endpoints are those that directly 
measure clinical benefit or are validated surrogate endpoints shown to predict clinical benefit.”9  
Throughout its endpoint guidances, FDA also references the estimand framework: a structured 
framework on developing a regulatory-grade research question to determine if an intervention or 
exposure results in a clinical benefit.‡10,11 FDA provides feedback on endpoint development through a 
variety of mechanisms summarized in Appendix D.  
 
Endpoint development is framed by the clinical and regulatory contexts surrounding the research 
question. Clinical context includes the understanding of the disease, treatment alternatives, therapy, 
patient perspective, and provider perspective.6,12 Important regulatory context factors include the 
intended purpose of the endpoint (including labeling), the available regulatory review and approval 
pathways, and the relevant information and evidence from any previous regulatory decisions for the 
given disease or condition. For example, endpoints used previously to support a regulatory approval 
may have greater acceptability to support labeling changes for other medical products. It is important to 
note that regulatory acceptability is based on the evaluation of clinical studies through the totality of 
evidence approach, where the evidence base to support effectiveness is consistently growing and 
evolving and real-world studies are often not evaluated in isolation.6  

                                                           
‡The estimand framework is detailed in ICH E9(R1) Addendum on Estimands and Sensitivity Analysis in Clinical Trials Harmonised 
Guideline. More on how the estimand framework relates to endpoint development, including a case study, can be found in the 
Discussion Document for Patient-Focused Drug Development Public Workshop on Guidance 4: Incorporating Clinical Outcome 
Assessments into Endpoints for Regulatory Decision Making (PFDD Discussion Document 4). 
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Building a Real-World Endpoint  
Figure 1 depicts a new roadmap for 
developing a real-world endpoint. This 
roadmap is to be applied to research 
questions studied using real-world data in 
conjunction with tools such as the estimand 
framework or target trial approach.10,13  

The real-world endpoint may be similar to the 
commonly accepted endpoint used to support 
clinical trials for the same disease or 
condition. However, even “standardized” 
clinical trial endpoints often differ in definition 
across trials. For example, major adverse 
cardiovascular events (MACE) is a commonly 
used composite endpoint to assess cardiac 
outcomes; however, definitions of MACE 
differ across clinical trials.14 Therefore, clearly 
defining the endpoint through the selection of 
the concept of interest, outcome, and 
endpoint components is vital for any clinical 
trial or real-world study.  
 

Concept of Interest 
The concept of interest (COI) is the “aspect of an individual’s clinical, biological, physical, or functional 
state, or experience that the outcome assessment is intended to capture or reflect.”7 For each disease 
or condition, a variety of COIs (e.g., functional status, mental health) are applicable.15,16 The COI depends 
on the research question and the clinical benefit of interest. The COI can also be informed by patient 
input, the natural history of the disease, the aspect of the disease modified through a study, or the 
targeted labeling.17  
 
The COI is likely consistent regardless of study setting. However, if a different COI is easier or more 
available to measure in the real-world setting (e.g., clinical vs. physical) or more clinically relevant, that 
COI may be used instead. Choice of COI may also depend on the purpose of the study: to inform 
regulatory decision-making, payer decision-making, or the standard of care in clinical practice. 
 

Outcome 
After the COI is chosen, an outcome can be selected. An outcome is a “measurable characteristic that is 
influenced or affected by an individuals’ baseline state or an intervention as in a clinical trial or other 
exposure.”7 Most clinical studies that support regulatory decision-making examine clinical outcomes 
(e.g., change in blood pressure, occurrence of stroke) or humanistic outcomes (e.g., leg mobility, health-
related quality of life). In contrast, economic outcomes (e.g., cost per hospital stay day, incremental cost 
effectiveness ratio) related to medical products may support payer and health system decision-
making.18  
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In many cases, the outcome measured in a study is the same regardless of setting because the outcome 
chosen for the clinical trial was carefully selected based on the disease definition and the impact of 
treatment on the disease. However, the outcome may change if the measurement of treatment benefit 
is not captured in the real world in the same way as clinical trials. For example, cancer progression is 
measured using RECIST for clinical trials, but may be monitored by radiographic images or tumor 
markers in the real world. Furthermore, researchers may consider whether there are outcomes more 
routinely captured in RWD that might better reflect the COI and whether the outcome is associated with 
an event is likely to be medically attended.  
 

Endpoint 
An endpoint is developed to measure the outcome. An endpoint is made of four components: 

1) Type of assessment made 
2) Assessment tool used 
3) Timing of the assessment 
4) Other relevant details.7  

Each component is selected to reflect the COI and address the research question. The sequence in which 
each component is selected, and subsequent iteration, depends on the clinical and regulatory contexts. 

The following sections define each of the four components and discuss specific considerations for 
choosing each component in the real-world setting. 

 

 
 
 
The type of assessment refers to the three types 
of outcome assessments to evaluate clinical 
benefit: survival, clinical outcome assessments 
(COAs), and biomarkers. Survival often has a 
“well-defined means for determination.”19 
Generally, COAs measure symptoms, and 
biomarkers measure a patient’s physiological 
state.  
 
If the research question is the same for both the 
clinical trial and real-world settings, the type of 
assessment may be the same. The type of 
assessment may change if there is a better way 
of measuring the clinical benefit in the real-
world setting (e.g., using an electronic PRO 
[ePRO] rather than a ClinRO to capture patient 
experience). Availability of the assessment tool 
in the real world may also impact the decision 
(e.g., a PerfO [e.g., spirometry] may be used to 
evaluate COPD exacerbations in a clinical trial, but symptoms captured through ePROs may be used in 
the real world).  

Type of Assessment 

1 

Types of Outcome Assessments  

1. Survival: Duration of survival. 
2. Clinical outcome assessments (COAs): 

Measurements of how patients feel and 
function, influenced by the judgement of a 
person (respondent).7,19 The four types of 
COAs are clinician-reported outcomes 
(ClinROs), patient-reported outcomes (PROs), 
observer-reported outcomes (ObsROs), and 
performance outcomes (PerfOs).7 

3. Biomarkers: Measurements of “normal 
biologic processes, pathogenic processes, or 
responses to an exposure or intervention” 
that serve as an objective, indirect patient 
assessment (e.g., protein levels in a blood 
sample).7,19 Biomarkers are often used in 
surrogate endpoints.  
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The assessment tool is chosen to measure the outcome assessment. Traditionally, tools to measure 
COAs have included paper or phone questionnaires, while biomarkers have been measured through 
molecular, histologic, radiographic, and physiologic tools.7 Many tools used in clinical trials may not be 
practical, cost-effective, or relevant for use in the real-world setting. For example, frequent use of MRIs 
to measure an outcome is likely not possible as part of routine clinical care. Although some tools may be 
used in both clinical trial and real-world settings, real-world tools should be chosen in accordance with 
relevance to patient care, regardless of whether the real-world tool is closely related to the commonly 
accepted tool. Secondary use data algorithms and digital measurement tools are two types of tools 
often used in real-world studies.  
 

Secondary Use Data Algorithms 
In the real-world setting, tools to measure outcomes may rely on primary data capture, as is typical for 
clinical trials, or secondary use data. Common secondary use data sources include electronic health 
records (EHRs), insurance claims, patient-generated health data, laboratory values, or genetic, 
biometric, or diagnostic reports. For secondary use data, an outcome might not be routinely collected or 
reported to the data source. Whether the outcome (or any variable) is captured in the dataset depends 
on whether the primary purpose of that data source has a systemic reason to report the outcome. For 
claims data, a code associated with the outcome is required for billing, whereas an EHR relies on clinical 
observation and reporting of an outcome. If the outcome is not included within a dataset, a researcher 
may be able to extract key variables from raw data (when available and accessible) or link the research 
dataset with another data source with the relevant outcome information. Alternatively, researchers can 
use an algorithm to extract the outcome, extract a variable selected as a “proxy” for the outcome, or 
derive the outcome based on available data from one or more sources.  

Developing an algorithm to address a research question is a multistage process. First, the researcher 
must determine if a commonly accepted standard for assessment of the outcome exists. If no commonly 
accepted standard exists or the standard is not accessible, the researcher must determine whether a 
clinically objective measurement exists. Some outcomes, such as lupus flares, do not have commonly 
accepted standards for assessment or clinically objective measurements. Developing an algorithm to 
assess lupus flares is therefore more difficult than for diseases or conditions with clinically objective 
measurements (e.g., blood pressure as a biomarker for hypertension).20,21  

Because many sources of RWD are not collected specifically for research use, researchers must address 
the reliability of the data, including how to interpret data gaps. In most cases, the data is not truly 
“missing” but rather has not been documented. For example, data may not be present in an EHR 
because the clinician did not feel the test was necessary, the test was not accessible, or the results of 
the test were not recorded in the EHR. Another limitation of developing an algorithm for EHR data is 
that the data usually reflects interactions with a particular clinician or health care system and is not 
representative of the patient’s entire health care experience. In claims data, challenges exist with the 
coding systems. Because multiple coding systems (e.g. ICD, WHO) have multiple versions, researchers 
must understand which coding system was used when the algorithm was developed. Researchers also 
must account for miscoding in claims data.22 Additionally, the recorded diagnosis may be uncertain. For 
inpatient settings, ICD-10 guidelines state that “If the diagnosis documented at the time of discharge is 
qualified as ‘probable,’ ‘suspected,’ ‘likely,’ ‘questionable,’ ‘possible,’ or ‘still to be ruled out,’ 
‘compatible with,’ ‘consistent with,’ or other similar terms indicating uncertainty, code the condition as 

Assessment Tool 
2 
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if it existed or was established.”23 This practice may make it difficult for researchers to determine if the 
diagnosis was the true diagnosis or a probable diagnosis.  
 
Multiple RWD sources may be used for algorithm development, and these sources may be discordant. 
As such, an algorithm derived from claims data will likely differ from an algorithm derived from EHR 
data. Depending on the sources of the data, some endpoint types may be more feasible to use than 
others. For example, composite and multi-component endpoints may be difficult to obtain in claims data 
if a patient’s comorbidities are not consistently coded upon hospital and clinician office visits.  
 

Digital Measurement Tools 
Digital measurement tools are increasingly used to measure COAs or biomarkers in both clinical trials 
and real-world studies.24§ Digital measurement tools refer to both devices used in clinical care and 
patient-generated health data collected through mobile health technologies and consumer devices.25 
Digital measurement tools may be electronic versions of traditional tools (e.g., paper questionnaires) or 
tools that measure an outcome in a different way than the traditional tool.24 For example, ePROs can be 
captured through digital questionnaires, potentially administered through apps or texts sent to patients, 
or captured in the EHR. Digital questionnaires can also be used to capture ClinROs or ObsROs. PerfOs are 
typically measured digitally through active sensors as a patient knowingly performs a task.25  

Digital biomarkers (i.e., “objective, quantifiable, physiological, and behavioral measures that are 
collected by means of digital devices that are portable, wearable, implantable, or digestible”) may be 
collected though active or passive sensor data.24,26 For example, a continuous glucose monitor is passive 
sensor data, collected at pre-programmed intervals or contexts without patient involvement. A standard 
glucose monitor that requires the user to initiate a finger prick is active sensor data.25  

In the real-world setting, digital measurement tools can capture a more complete picture of the 
outcome than other tools. Because digital measurement tools have the capability to capture continuous 
data over long periods or allow for frequent discrete data capture, more information can be gathered 
about patient experience, including a patient’s symptoms and physiological being during their daily 
life.24,26 For example, continuous glucose monitors collect an uninterrupted stream of longitudinal data, 
while standard glucose monitors are used at specific time points.  

The types and uses of digital measurement tools may differ in the real-world setting from the clinical 
trial setting. For example, consumer-grade devices are more common in the real-world setting than in 
the clinical trial setting. With consumer-grade devices, the researcher does not have control over when 
firmware or software updates are applied or what those changes do to the resulting data. Furthermore, 
patients and caregivers often do not receive training on how to use these tools correctly. RWD from 
digital measurement tools may also be biased based on the characteristics of the population who own 
and use the tool, how frequently each patient uses the tool, how well the patient uses the tool 
according to the manufacturer specifications, the feasibility of using the tool given connectivity 
requirements (e.g., smartphone), and the affordability of the tool. During analysis, researchers might 
have to consider the motivation for use of the tool and how to address selection bias.  
 
 
 
 
 

                                                           
§ It is important to acknowledge that use of a digital tool does not classify the endpoint or study as “real-world.” 
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In both the clinical trial and real-world study settings, the timing of assessments must be clinically 
relevant, incorporate a baseline measurement, and reflect when changes in outcomes are expected to 
occur due to disease or treatment.11 In the clinical trial setting, measurements often follow a strict 
assessment frequency schedule. When deviations from the pre-specified assessment schedule occur due 
to missed or unexpected site visits, they are often accounted for through pre-specified windowing.  
 
In the real-world setting, patient behavior, environmental characteristics (e.g., insurance design), 
appointment scheduling, start and end of treatment, and length of follow-up can all impact the timing of 
assessments. Because patient care in the real-world setting is not standardized, the timing of 
assessments between and within patients will vary, posing study design and analysis challenges. 
Assessments that are administered too frequently may contribute to patient or administrator fatigue or 
inadvertently alter patient care.11 In contrast, less frequent assessments may result in data that has not 
been recorded for the time point of interest (e.g., COA administered outside of the acceptable recall 
period). The timing of the outcome assessment in the real-world setting must limit interference in 
patient care, to avoid impacting the quality of care or the generalizability. For example, more frequent 
assessments may bias the analysis because the information is recorded at faster rates than is common in 
routine clinical practice.  
 
The importance of these timing variations depends on the research question and purpose of the 
endpoint. For example, if using RWD as a comparator arm in a single-arm trial, timing variations may 
greatly impact analysis and interpretation. For many sources of RWD, the assessment frequency cannot 
be pre-specified, but the timing of collection can be pre-specified (e.g., forming a retrospective cohort in 
a claims database). Ultimately, researchers must consider if variable timing is acceptable to assess the 
outcome for the given research question or whether to use a different tool. 
 
Researchers must understand how the motivation for the timing of assessment impacts interpretation 
of the measurement. Daily measurements to monitor disease progression reflect a different outcome 
than single or infrequent measurements for diagnosis during clinic visits. For example, frequent 
spirometry may assess overall lung function, while spirometry performed in response to patient concern 
about worsening lung function may assess exacerbations. The characteristics of the cohort may also 
impact timing variations. For example, a patient receiving treatment intravenously may have more office 
visits than patients taking oral tablets. The timing of assessments may dictate whether the 
measurement is performed in a clinic or within a patient’s home, which may affect the precision of the 
measurements. 
 
 
 

 
The other relevant details that may impact endpoint development largely depend on the research 
question. To define the endpoint, researchers must choose the causal contrast measure or statistic (e.g., 
time to event, time to deterioration, percent of responders, change in score) that appropriately 
measures the change in the outcome. Researchers must choose the causal contrast measure or statistic 
in accordance with the COI, outcome, study design, and population of interest. For example, measuring 

Assessment Timing 
3 

Other Relevant Details 
4 
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the percentage of patients with asthma-free days may be sufficient for patients with mild asthma, but 
measuring reduction in asthma symptom severity may be more appropriate for patients with severe 
asthma. 
 
When developing the protocol for answering a research question, researchers must pre-specify their 
study design and statistical analysis plan as well as discuss any potential challenges. In some instances, 
researchers may use a different endpoint to mitigate specific challenges. Potential challenges may 
include conflicting data, intercurrent events, unmeasured confounding, and data gaps.4,5 Researchers 
also want to ensure that the variables required for statistical adjustments have been captured. As is the 
case for clinical trials, researchers must consider how the measure of center and variability for the 
summary statistic impacts endpoint interpretation.  

Arriving at a Real-World Endpoint  
When designing a real-world study to answer a research question, choosing the COI, outcome, and 
endpoint can be an iterative process. As many outcomes can reflect a single COI, multiple outcome 
assessments can be used to evaluate a single outcome. For example, a study with an outcome of acute 
myocardial infarction may use a combination of symptoms of ischemia, as measured through a COA, and 
the rise or fall of cardiac troponin, a biomarker.27 Multiple endpoints may be defined to address a 
research question, and these endpoints may reflect multiple outcomes and COIs. For a visual 
explanation and full example, see Appendix E. 
 
Figure 2 presents examples for each endpoint component for how a researcher might assess the impact 
of a drug on patients with heart failure. To address this question, the COI is physical function and the 
outcome is exercise capacity. The type of assessment is a PerfO, the tool is a digitized 6 Minute Walk 
Test (6MWT), and the timing is weekly from baseline to study completion at 12 weeks. Other relevant 
details include the causal contrast measure: mean change in distance (meters) walked.  
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Validating a Real-World Endpoint 
A real-world endpoint must undergo validation 
to demonstrate its ability to elucidate the 
treatment effect. Validation is “a process to 
establish that the performance of a test, tool, or 
instrument is acceptable for its intended 
purpose” and has different elements based on 
the outcome assessment and the context of use 
(COU).7,28 Endpoint validation requires both 
validation of the concept and of the tool 
component of the endpoint, discussed below.  
 
Researchers should approach validation as a 
continual process. Multiple studies may be 
needed to establish a body of evidence to 
support the validity and reliability of a tool. A 
tool may have strong evidence for validity and 
reliability in one population but may need 
additional steps to ensure that the tool is fit for 
use to assess the COI in the target population. 
Regulatory acceptability of the endpoint 
depends on how well the body of evidence 
demonstrates that the tool is appropriate for the 
COU. **  
 

Concept Validation 
Concept validation is demonstrating that the outcome and the intended purpose of the tool reflect the 
COI. Each type of outcome assessment and tool may capture different components of the COI. 
Researchers must ensure that the tool actually captures the component of the COI that is reflected in 
the outcome. Considering the clinical context and conceptualizing the clinical benefit (i.e., identifying 
the COU) are critical for determining if the outcome reflects the COI. Whether the outcome reflects the 
COI is often setting-agnostic. 
  

Tool Validation  
Tool validation determines whether the measurement tool meets its intended purpose by accurately 
and adequately capturing the outcome. As part of the validation process, different measurement 
properties determine whether the tool is appropriate for its COU. The names and definitions of these 
measurement properties differ depending on the type of tool and whether the tool measures a 
biomarker or COA, but the ultimate goal of the measurement properties is the same. The measurement 
properties seek to demonstrate that the tool adequately measures the COI, maintains logical 
relationships with related measures, and has consistent and reproducible measurements. The 
measurement properties also assess the relevant performance characteristics for the tool and, if 
applicable, the associated sensors (Table 2). Demonstrating that the tool measures the COI is the most 

                                                           
** For more information on COU, reference: PFDD Discussion Document 3, PFDD Discussion Document 4, and Biomarker Qualification: 
Evidentiary Framework Guidance. 

Context of Use (COU) 

COU is the “statement that fully and clearly describes 
the way a medical product development tool is to be 
used and the medical product development-related 
purpose of the use.”7 For COAs, additional factors that 
help define COU include “disease definition (e.g., 
disease subtype, disease severity, history of previous 
treatment), target population (e.g., demographics, 
culture and language), clinical practice and trial setting 
(e.g., inpatient, outpatient, controlled/uncontrolled 
trial), and endpoint positioning (e.g., primary, co-
primary, secondary, exploratory).”9 For biomarkers, 
the COU includes the BEST biomarker category* and 
the biomarker’s intended use and is written in a 
standard form.7,28 The COU depends on the study 
design, study setting, and the data collected (e.g., 
primary or secondary use data).  

* The BEST biomarker categories include: diagnostic, monitoring, 
predictive, prognostic, pharmacodynamic/response, safety, and 
susceptibility/risk. 
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important aspect for validation and should be demonstrated before other measurement properties.17 
The measurement properties for COAs and biomarkers are applicable regardless of study setting and 
generally can be applied to digital measurement tools and secondary use data algorithms.  
 
Table 2. Measurement properties that researchers might demonstrate as part of the validation 
process for each type of tool.** 17,24,28,29 

 
The amount of validation testing required must be evaluated on a case-by-case basis. However, 
extensive testing is likely to be required if the tool is very different than previous tools used to support 
regulatory approvals. The types of validation needed are based on the measurement properties that are 
logical to demonstrate for the tool and research question (sometimes referred to as “common sense” 
validation). 
 

Clinical Outcome Assessments 
For COAs, researchers must demonstrate these measurement properties: the tool measures the COI 
(i.e., content validity), the tool maintains logical relationships with related constructs and distinguishes 
between groups known to be different (i.e., construct validity), the measurements are consistent and 
reproducible (i.e., reliability), and the tool has acceptable performance characteristics (i.e., ability to 
detect change).17,30†† Demonstrating that the tool has the ability to detect change is the most difficult 
performance characteristic to define. Other measurement properties can be demonstrated with data 
from a single assessment (i.e., cross-sectional study). Conversely, demonstrating the ability to detect 
change requires longitudinal data collection under circumstances when the effect of disease or 
treatment is “known.” Funding for longitudinal psychometric studies can be difficult to obtain. Beyond 
the key measurement properties, researchers might consider other factors such as the interpretability of 
score, availability of language translations, accessibility for low literacy populations, and evidence of 
mode equivalence when using a COA.17,31,32‡‡  
 

Biomarkers 
For biomarkers, researchers must demonstrate these measurement properties: the tool measures the 
COI (i.e., clinical validation), the tool has acceptable performance characteristics (i.e., analytical 

                                                           
†† Additional information on the demonstration of measurement properties for COAs can be found PFDD Discussion Document 3 and 
Patient-Reported Outcome Measures: Use in Medical Product Development to Support Labeling Claims Guidance to Industry. 
‡‡ More on these aspects can be found in the PFDD Discussion Documents and Guidances and in resources provided by the Critical Path 
Institute PRO Consortium.  
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validation), and the results are consistent and reproducible (i.e., reliability).28 Researchers may also 
assess whether the biomarkers maintain logical relationships with related concepts and can differentiate 
between groups known to be different (i.e., construct validity). Additionally, the usefulness and 
feasibility of the tool are essential to consider. Usefulness includes usability factors, such as if the tool 
has features that are easy to use, and utility, such as whether the tool has features that are required to 
measure the outcome.33 Feasibility of using a tool is based on the disease or condition and COU, among 
other factors.  

Traditionally, many validation studies for COAs have been conducted in the real-world setting. 
Furthermore, the Biomarker Qualification: Evidentiary Framework Guidance for Industry and FDA Staff 
states that while “the strongest level of evidence to support the association of a biomarker with an 
outcome of interest comes from prospective studies that are specifically designed and powered to 
assess the association...data from studies conducted for other purposes are used to support biomarkers 
qualification…[C]linical trial data is not critical for all COUs.”28 However, validation of measurement 
properties is just the first step in demonstrating that a tool may be used as part of an endpoint.  
 

Secondary Use Data Algorithms 
Often algorithms that identify outcomes in secondary use data are validated by comparing key 
measurement properties such as sensitivity, specificity, negative predictive value, positive predictive 
value, accuracy, and internal reliability to a commonly accepted standard. Examples of commonly 
accepted standards include manual chart review, adjudication, clinician confirmation, patient 
confirmation, or comparison to established national databases (e.g., National Death Index).34-37 The 
most appropriate standard for comparison depends on the research question. Depending on the 
method of abstraction, additional measurement properties may be required. For example, inter- and 
intra-reliability may be necessary to assess the consistency across human abstractors.38 The implications 
of suboptimal performance must be understood when interpreting the study results.  
 
Typically, algorithms are validated within a single dataset. To validate an algorithm across datasets, 
researchers must consider additional factors, such as differences in practice patterns, populations, and 
health care systems.  
 

Digital Measurement Tools 
Digital measurement tools share the same measurement properties as traditional COAs or biomarkers, 
respectively.24,29 However, digital measurement tools must also be assessed to ensure that the sensor 
performance meets technical specifications (i.e., verification) when applicable.24,29 These measurement 
properties are applicable regardless of whether the digital measurement tool is an electronic version of 
a traditional tool or is measuring the outcome in a new way. Challenges arise when no objective 
measurement or commonly accepted standard exists for comparison to ensure that the tool has 
acceptable performance characteristics. In this instance, performance may be based on the ability of the 
tool to measure the COI and its ability to produce consistent measurements. The underlying IT system 
and algorithms must be stable to prevent issues such as the unintentional loss or replication of data. 
Feasibility,§§ usability, and utility of the tool and user interface are also important to consider because 
patients use the tools outside the clinical trial setting and compliance depends on how well the tool is 
integrated into the daily lives of patients.39 

                                                           
§§ CTTI has developed an Interactive Database of Feasibility Studies of different digital health tools.  
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Opportunities to Improve the Development of 

Real-World Endpoints 
Endpoints vary in their meaningfulness across multiple decision makers, and understanding this 
variation is necessary to support efficient drug development and patient access. For example, selecting 
outcomes that are truly meaningful to patients, but can also demonstrate a clinical benefit in a study can 
be challenging. As a specific example, hemoglobin A1c is commonly used for determining long-term risk 
of diabetes complications and as a measure to assess the effectiveness of therapies, but glucose time in 
range may be more meaningful to patients and provide more detailed insights for providers to manage 
care.40,41 Stakeholders must continue to engage with patients to effectively incorporate the patient 
experience into drug development, including capture of the most relevant data at the point of care. 
Stakeholder initiatives such as mCODE and OneSource are underway to support this effort by 
standardizing capture of key data elements to improve use of EHR data for clinical research.***42,43 
 
The lack of endpoint standardization across a therapeutic area creates difficulties for regulators 
comparing therapeutics with the same indication across pivotal trials to determine the meaningfulness 
of results. Understanding the anticipated clinical benefit for each therapy is critical especially when 
there are small effect sizes that are susceptible to variation. Comparing studies is further complicated 
when researchers use a novel endpoint, especially when no commonly accepted standard exists for 
comparison. Further clarity is needed on how regulators assess novel endpoints as part of an evidence 
package.  
 
The challenges in assessing the meaningfulness of an endpoint and creating potential standards for 
endpoint development illustrates a real need for additional pre-competitive collaboration among 
sponsors. In this space, sponsors may be able to harmonize real-world endpoints across some 
therapeutic areas. Sponsors also may be able to collaborate on some aspects of real-world endpoint 
validation to begin to build the body of evidence, understanding that some later aspects of validation 
are case-specific and potentially proprietary. This increased openness about real-world endpoint 
development can decrease potentially duplicative work and overall cost burden, as sponsors may be 
able to leverage existing tools. Additionally, this openness could make it easier to understand patient 
experiences with different treatments for the same disease or condition.  
 
Pre-competitive collaborations could also be established between data aggregators and health care 
technology companies to harmonize on endpoint development with secondary use data. For example, 
Friends of Cancer Research Pilot Project 2.0: Establishing the Utility of Real-World Endpoints assessed 
real-world oncology outcomes in ten different RWD sources.44 Data companies might work together to 
standardize criteria to assess the fitness of use of a dataset for capturing or deriving outcomes.  
 
Collaborations among researchers can also support initiatives to improve outcome identification. For 
example, within the Sentinel system, researchers are developing computational phenotypes so that data 
using the same common data models can use a standardized algorithm to identify outcomes.45-49  
 
There may also be a need for multidisciplinary collaboration across the entire health care system, 
including developers, sponsors, patients, researchers, practitioners, and payers. This multidisciplinary 

                                                           
***See Appendix F for additional ongoing stakeholder efforts that address uncertainties around real-world endpoints. 
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collaboration might improve the capture, standardization, and quality of RWD to develop harmonized 
real-world endpoints. These harmonized endpoints can not only inform regulatory decision-making but 
also increase payer confidence in the potential outcomes associated with a product’s use. 
 
Endpoint harmonization can also benefit from an FDA published library of validated real-world 
endpoints that supported a regulatory approval. Publishing a list of validated endpoints—in addition to 
FDA’s lists of qualified COAs and biomarkers and surrogate endpoints with associated COUs—may also 
improve the use and acceptability of novel endpoints. Because endpoint acceptability changes over 
time, stakeholders should be aware of endpoints that were recently validated for a COU to support 
approvals across a therapeutic area.  
 
Currently, sponsors get feedback from FDA as part of review pathways, where sponsors can discuss the 
study protocol and statistical analysis plan, as appropriate.††† Sponsors are encouraged to discuss with 
FDA the use of COAs and biomarkers that have not been used to support regulatory approval in the past. 
However, limited opportunities exist for tool developers that are not sponsors to get similar feedback 
from FDA. While non-sponsors can use FDA’s current qualification programs, these programs can be 
complex and lengthy. Exploring additional opportunities for gaining feedback from FDA on real-world 
endpoint development would be helpful. To improve collaborative discussions with FDA on real-world 
endpoints, stakeholders should document research practices to facilitate regulatory understanding and 
demonstrate reproducibility. 
 
A specified process for feedback from FDA could be especially useful for real-world endpoint validation. 
For example, consensus multi-stakeholder recommendations, such as the Clinical Trials Transformation 
Initiative’s (CTTI) published steps for developing and validating endpoints that use mobile technology 
could inform thinking on digital measurement tool validation and support this feedback process.50-53 
Sponsors, developers, and researchers need additional clarity on how to demonstrate validation of 
digital measurement tools, especially as the software and algorithms undergo frequent updates. 
Sponsors, developers, and researchers also need clarification on whether digital measurement tools can 
or should undergo qualification and which qualification program to use (i.e., biomarker, COA, or other). 
Guidances across the Centers at FDA on the development and validation of real-world endpoints can 
help clarify these points for stakeholders and improve the quality of submitted RWE.  
 
To increase the acceptability of real-world endpoints, sponsors should consider engaging in real-world 
endpoint pilot projects. (Notably, in a March 2020 Funding Opportunity Announcement, the Agency 
highlighted determining and evaluating endpoints using RWD as a priority project area.54) These pilot 
projects allow sponsors to gain feedback from FDA in exchange for sharing examples of a study endpoint 
used in the real-world setting to demonstrate the effectiveness of a marketed medical product. These 
pilot projects could also offer an opportunity for data companies and other stakeholders to become 
more involved in the endpoint development process and engage with FDA at an earlier stage. Because 
the real-world endpoint development process is iterative, stakeholders must be flexible and maintain a 
willingness to adapt as needed based on feedback from FDA.  

                                                           
††† See Appendix D for other mechanisms in which FDA provides feedback on endpoint development, such as the COA Compendium 
and lists of Qualified Clinical Outcome Assessments and Biomarkers.  
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Conclusion 
To evaluate the effectiveness of a therapy in the real world, a robust research question must be 
developed to conceptualize the treatment effect. Then, an endpoint is designed to address the research 
question by reflecting the clinical benefit, through the identification of a COI and outcome that inform 
the selection endpoint components. Selecting the endpoint components is an iterative process, because 
it can be challenging to develop an endpoint that not only captures the treatment effect but is also 
relevant to stakeholders and feasible in a real-world setting. Validation of measurement properties is 
required to demonstrate that the endpoint can capture the treatment effect, while consideration of the 
clinical and regulatory contexts can assist in ensuring that the endpoint is relevant and feasible in the 
real-world setting. The endpoint development process is complex but can be simplified by a greater 
understanding of the considerations for endpoint development in the real world coupled with multi-
stakeholder collaboration in the pre-competitive setting to determine the most relevant outcomes to 
capture (and the process for doing so) for specific therapeutic areas.  
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APPENDIX B. GLOSSARY 

• Ability to detect change – “Evidence that a [test, tool, or] instrument can identify differences in 
scores over time in individuals or groups who have changed with respect to the measurement 
concept.”30 

• Analytical validation – “A process to establish that the performance characteristics of a test, 
tool, or instrument are acceptable in terms of its sensitivity, specificity, accuracy, precision, and 
other relevant performance characteristics using a specified technical protocol (which may 
include specimen collection, handling and storage procedures).”7  

• Biomarker – “A defined characteristic that is measured as an indicator of normal biological 
processes, pathogenic processes, or responses to an exposure or intervention, including 
therapeutic interventions. Molecular, histologic, radiographic, or physiologic characteristics are 
types of biomarkers. A biomarker is not an assessment of how an individual feels, functions, or 
survives. Categories of biomarkers include:  

o Susceptibility/risk 
o Diagnostic 
o Monitoring 
o Prognostic 
o Predictive 
o Pharmacodynamic/response 
o Safety.”7 

• Clinical (treatment) benefit – “A positive clinically meaningful effect of an intervention, i.e., a 
positive effect on how an individual feels, functions, or survives.”7 

• Clinical outcome – “Medical events that occur as a result of a disease or treatment.”55 

• Clinical outcome assessment (COA) – “Assessment of a clinical outcome can be made through 
report by a clinician, a patient, a non-clinician observer or through a performance-based 
assessment. There are four types of COAs.”7 

o Clinician-reported outcome – “A measurement based on a report that comes from a 
trained health-care professional after observation of a patient’s health condition.”7  

o Observer-reported outcome – “A measurement based on a report of observable signs, 
events or behaviors related to a patient’s health condition by someone other than the 
patient or a health professional.”7  

o Patient-reported outcome – “Measurement based on a report that comes directly from 
the patient (i.e., study subject) about the status of a patient’s health condition without 
amendment or interpretation of the patient’s response by a clinician or anyone else.”7  

o Performance outcome – “A measurement based on standardized task(s) actively 
undertaken by a patient according to a set of instructions. A PerfO assessment may be 
administered by an appropriately trained individual or completed by the patient 
independently.”7  

• Clinical validation – “A process to establish that the test, tool, or instrument acceptably 
identifies, measures, or predicts the concept of interest.”7 

• Composite endpoint – An endpoint that is a combination of “clinical outcomes into a single 
variable.” The endpoint is “defined as the occurrence or realization in a patient of any one of the 
specified components.”8  
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• Concept of Interest* –“The aspect of an individual’s clinical, biological, physical, or functional 
state, or experience that the assessment is intended to capture (or reflect).”7 

• Construct validation – “A process to establish, using quantitative methods, the extent to which 
the relationships among items, domains, and concepts of a clinical outcome assessment 
conform to a priori hypotheses concerning logical relationships that should exist with other 
measures or characteristics of patients and patient groups.”7 

• Content validation – “Extent to which the COA measures the concept of interest including 
evidence that the items and domains are appropriate and comprehensive relative to its 
intended measurement concept(s), population, and use.”17 

• Context of use – “A statement that fully and clearly describes the way the medical product 
development tool is to be used and the medical product development-related purpose of the 
use.”7 

• Economic outcome – “Direct, indirect, and intangible costs compared with the consequences of 
medical treatment alternatives.”55 

• Endpoint – “A precisely defined variable intended to reflect an outcome of interest that is 
statistically analyzed to address a particular research question. A precise definition of an 
endpoint typically specifies the type of assessments made, the timing of those assessments, the 
assessment tools used, and possibly other details, as applicable, such as how multiple 
assessments within an individual are to be combined.”7 

• Estimand – “A precise description of the treatment effect reflecting the clinical question posed 
by the trial objective. It summarises at a population-level what the outcomes would be in the 
same patients under different treatment conditions being compared.”10 

• Exploratory endpoint – An endpoint that “may include clinically important events that are 
expected to occur too infrequently to show a treatment effect or an endpoint that for other 
reasons are thought to be less likely to show an effect but are included to explore new 
hypotheses”.8 

• Humanistic outcome – “Consequences of disease or treatment on patient functional status or 
quality of life.”55 

• Intercurrent events – “Events occurring after treatment initiation that affect either the 
interpretation or the existence of the measurements associated with the clinical question of 
interest.”10 

• Intermediate clinical endpoint –“An endpoint measuring a clinical outcome that can be 
measured earlier than an effect on irreversible morbidity or mortality (IMM) and that is 
considered reasonably likely to predict the medical product’s effect on IMM or other clinical 
benefit.”7 

• Measurement – “The obtained value using a test, tool, or instrument.”7 

• Novel endpoint– An endpoint that has not been used before in a real-world study for the 
specified context of use. 

• Outcome – “The measurable characteristic that is influenced or affected by an individuals’ 
baseline state or an intervention as in a clinical trial or other exposure.”7 

• Primary data – Data collected to answer a research question. 

• Primary endpoint – An endpoint that “consists of the outcome or outcomes (based on the 
drug’s expected effects) that establish the effectiveness, and/or safety features, of the drug in 
order to support regulatory action.”8 

                                                           
* This term has been changed from “concept,” as listed in the BEST glossary, to “concept of interest” to align with the terminology in 
this paper.  
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• Qualification – “A conclusion, based on a formal regulatory process, that within the stated 
context of use, a medical product development tool can be relied upon to have a specific 
interpretation and application in medical product development and regulatory review.”7 

• Reliability – “Ability to yield consistent, reproducible estimates of true treatment effect.”30 

• Secondary use data – Data used to answer additional research questions other than the 
purpose for which it was originally collected. 

• Secondary endpoint – An endpoint that “may be selected to demonstrate additional effects 
after success on the primary endpoint” and “may also provide evidence that a particular 
mechanism underlies a demonstrated clinical effect.”8 

• Single-measure endpoint – A single variable that reflects a single outcome of interest.  

• Surrogate endpoint – “An endpoint that is used in clinical trials as a substitute for a direct 
measure of how a patient feels, functions, or survives. A surrogate endpoint does not measure 
the clinical benefit of primary interest in and of itself, but rather is expected to predict that 
clinical benefit or harm based on epidemiologic, therapeutic, pathophysiologic, or other 
scientific evidence. From a U.S. regulatory standpoint, surrogate endpoints and potential 
surrogate endpoints can be characterized by the level of clinical validation: 

o validated surrogate endpoint 
o reasonably likely surrogate endpoint 
o candidate surrogate endpoint.”7 

• Test, tool, or instrument – “An assessment system comprising three essential components: 1) 
materials for measurement; 2) an assay or method or procedure for obtaining the 
measurement; and 3) method and/or criteria for interpreting those measurements.”7 

• Validated surrogate endpoint – “An endpoint supported by a clear mechanistic rationale and 
clinical data providing strong evidence that an effect on the surrogate endpoint predicts a 
specific clinical benefit. A validated surrogate endpoint can be used to support marketing 
approval of a medical or tobacco product in a defined context without the need for additional 
studies to demonstrate the clinical benefit directly. Although the term has been used in a 
conceptually broader way, from a U.S. regulatory standpoint, a validated surrogate endpoint 
almost always refers to a biomarker.”7 

• Validation – “A process to establish that the performance of a test, tool, or instrument is 
acceptable for its intended purpose.”7 

• Verification – “Assessment of sensor accuracy (which describes the agreement between the 
measurement made by a single sensor vs. a ground truth), precision (which describes the 
agreement between multiple measurements made by a single sensor back-to-back), consistency 
(which describes the agreement between multiple measurements made by a single sensor over 
longer time periods), and/or uniformity which describes the agreement across measurements 
made by multiple sensors simultaneously).”24 

 

 

 

 



 
 

23 
 

APPENDIX C. TYPES OF ENDPOINTS 

This appendix defines the following endpoints: single-measure, composite, multi-component, 
intermediate clinical, surrogate, and novel.  
 
A single-measure endpoint is a single variable that reflects a single outcome of interest.  
 
For a composite endpoint, multiple clinical outcomes are combined into a single variable and a single 
statistical test is performed.8 One commonly used composite endpoint is major adverse cardiac events 
(MACE). MACE does not have a single definition, but since the mid-1990s, researchers have used MACE 
to include a range of cardiovascular-related adverse effects.56 More information about composite 
endpoints can be found in FDA’s Multiple Endpoints in Clinical Trials Guidance for Industry.8  
 
Multi-component endpoints can include a combination of components or domains to create a single 
score according to specified rules.8 Multi-component endpoints can be further classified as categorical, 
continuous, event-time endpoints, or other more complex endpoints.8 For COAs with multiple domains, 
within-patient combinations of all domain scores are used to calculate a single overall rating.17 Limited 
correlation among the multiple endpoints can negatively affect study power.8 The American College of 
Rheumatology 20/50/70 criteria (ACR20/50/70) is an example of a multi-component endpoint.57  
 
Intermediate clinical endpoints measure “a clinical outcome that can be measured earlier than an effect 
on irreversible morbidity or mortality (IMM) and that is considered reasonably likely to predict the 
medical product’s effect on IMM or other clinical benefit.”7 Intermediate clinical endpoints can be used 
when researchers are unsure whether a short-term significant treatment effect will remain durable over 
a longer period of time or when a clinical benefit is reasonably likely to predict an effect on IMM or for a 
particular disease.58 In clinical trials, exercise tolerance has been utilized as an intermediate clinical 
endpoint for medical devices that treat heart failure.7 
 
A surrogate endpoint* “does not measure the clinical benefit of primary interest in and of itself, but 
rather is expected to predict that clinical benefit or harm based on epidemiologic, therapeutic, 
pathophysiologic, or other scientific evidence” and is used as a “substitute for a direct measure of how a 
patient feels, functions, or survives.”7 FDA uses surrogate endpoints, including markers such as 
laboratory measurements, radiographic images, or physical signs, to predict clinical benefit.58 Surrogate 
endpoints can be classified by their level of validation: validated surrogate endpoints, reasonably likely 
surrogate endpoints, and candidate surrogate endpoints.7 For an accelerated approval, a surrogate 
endpoint that is “reasonably likely to predict clinical benefit” can be used in place of a validated 
surrogate endpoint.9,58 
 
Surrogate endpoints are useful in cases where the natural course of the disease is long and an extended 
period of time is needed to measure any clinical benefit. For example, if investigators want to 
demonstrate an effect on survival or morbidity in patients with human immunodeficiency virus (HIV), 
lengthy, large trials are often required due to the duration of the disease course. To limit time 
requirements, a surrogate endpoint that has been validated to demonstrate the relationship between 
prolonged viral load suppression and morbidity or mortality could be used to support a traditional 
approval.58  

                                                           
* For most surrogate endpoints, the type of assessment is a biomarker; however, it is possible for a surrogate endpoint to be based on 
a clinical outcome assessment or survival.  
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A Note on Novel Endpoints 

When developing a real-world endpoint, researchers may have to consider the regulatory implications 
of including a novel endpoint, where the acceptability has not been previously assessed. The term 
“novel endpoint” is used commonly; however, significant variability exists in the definition, assignment, 
and interpretation of the term. This paper considers endpoint novelty on a spectrum from “slightly 
novel” to “fully novel.” A “slightly” novel endpoint exists when most of the endpoint components are 
the same as an endpoint that has been used before to support regulatory approval (e.g., the assessment 
type and tool are the same, but the assessment frequency has changed). On the other end of the 
spectrum, the majority or all of the endpoint components have changed. For example, the endpoint 
includes a new digital measurement tool that has never been used to support regulatory approval at a 
frequency at which the outcome assessment has never been measured. Many combinations of these 
examples exist, as well as endpoints that may fall more centrally within the spectrum (Figure C1).  
Novel endpoints may offer an opportunity to generate evidence on clinical concepts or outcomes that 
have not been studied in clinical trials. For example, if a digital measurement tool is used to measure a 
traditional outcome used in a trial (e.g., measuring pulse to discern risk of cardiovascular disease), the 
endpoint could be considered “slightly” novel, whereas if a non-traditional tool is used to measure a 
non-traditional outcome (e.g., tracking facial expressions to evaluate depression severity), the endpoint 
would be “fully” novel.26,59,60 
 
Endpoint novelty is complex and cannot be precisely defined. Endpoint novelty should be determined on 
a case-by case basis; however, it is important to remember that an endpoint can be novel even if it does 
not include a digital measurement tool. Also, the novelty of endpoints may change over time as 
familiarity and regulatory experience with the endpoint evolves. 
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APPENDIX D. REGULATORY PROGRAMS, PATHWAYS, AND INITIATIVES THAT 
SUPPORT DEVELOPMENT OF REAL-WORLD ENDPOINTS  

This appendix describes FDA’s programs, review pathways, and initiatives that support real-world 
endpoint development.  

Investigational New Drug (IND)/ New Drug Application (NDA)/ Biologic Licensing 
Application (BLA)61-64 
The IND, NDA, and BLA applications are used by sponsors applying to test or market a medical product. 
Through these review pathways, FDA can give individualized feedback to sponsors related to the specific 
medical product in question.  
 

RWE Subcommittee1 
As part of CDER’s Medical Policy and Program Review Council, the RWE Subcommittee guides policy 
development around use of RWE. The RWE Subcommittee provides recommendations on “whether the 
underlying data, methods, and other study design elements are appropriate to provide support for a 
regulatory decision” and advises review divisions on how to evaluate RWE.1 The Office of New Drugs can 
also consult with the RWE Subcommittee when reviewing an evidence package that includes RWE.  
 

Drug Development Tool Qualification Programs65-69 
Drug Development Tools (DDTs), “methods, materials, or measures that can aid in drug development 
and regulatory review,” can be qualified under FDA’s DDT Qualification programs.65 DDTs may include 
biomarkers, COAs, and animal models used for efficacy testing. Qualification is a “determination that a 
DDT and its proposed COU can be relied upon to have a specific interpretation and application in drug 
development and regulatory review.”65  
 
The optional 3-step qualification program begins when the tool developer submits a letter of intent (LOI) 
that summarizes the proposed DDT, its relevant need, and its COU. The second step is a comprehensive 
review of the current literature, knowledge gaps, and data analysis plan, as well as addressing 
comments from FDA from the first step. The final step for qualification includes detailed descriptions of 
all studies, analyses, and results related to the DDT and its COU. FDA aims to complete the qualification 
program for a COA or biomarker within 10 months of the LOI submission. Qualification is not required 
for use of a COA or biomarker in a clinical study. Currently, 6 COAs and 8 biomarkers have been 
qualified, and many have been submitted for qualification.  
 

Critical Path Innovation Meeting (CPIM)70 
A CPIM is a meeting to “discuss a methodology or technology proposed by the meeting requester and 
for CDER to provide general advice on how this methodology or technology [including novel 
technologies] might enhance drug development.”70 The “meeting requester” can be a patient advocacy 
group, academic centers, sponsor, or even other government agencies. This meeting is considered 
informal and non-binding, but also non-drug-specific.  

 
Patient Listening Session71 
Hosted in partnership between FDA and the National Organization for Rare Disorders (NORD), listening 
sessions “are a resource for the medical product Centers to quickly engage with patients or their 
advocates and are one of many ways the patient community can share their experience with a disease 
or condition by talking directly with FDA staff.”71 Listening sessions can be FDA-led or patient-led. These 
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sessions enhance the regulatory decision-making process by educating the review staff on a rare disease 
and its effects on patients. These sessions are non-public, non-regulatory, and not specific to a medical 
product.  
 

FDA Patient-Focused Drug Development Program (PFDD) 11,17,72-75 
In accordance with mandates from the Prescription Drug User Fee Act VI (PDUFA VI) and the 21st 
Century Cures Act, FDA is developing guidance documents for integrating patient experience data into 
the drug development process. FDA held a series of four public workshops, with accompanying 
discussion documents, to inform guidance development. Currently, four discussion documents and two 
guidance documents have been released that focus on collecting information from patients, identifying 
the concepts most important to patients, developing fit-for-purpose COAs, and incorporating COAs into 
endpoints.  
 

Clinical Outcome Assessment (COA) Compendium76 
The COA Compendium is a tool that provides information on specific COAs that have been used 
previously in clinical trials to support labeling changes and COAs qualified under the Drug Development 
Tool Qualification Program. The COA compendium lists the disease or condition, concept that the COA is 
evaluating, type of COA, tool used to evaluate the COA, COU, drug name, approval date, and the 
qualification link (if applicable).  
 

CDER Pilot Grant Program: Standard Core Clinical Outcome Assessments (COAs) and 
their Related Endpoints77 
Part of FDA’s PFDD program, this recently developed grant program supports the “development of 
publicly available core set(s) of Clinical Outcome Assessments (COAs) and their related endpoints for 
specific disease indications.”77 Currently, the program has approved three awards to groups 
investigating improvement in migraine outcomes, acute pain therapies in young children, and various 
chronic conditions.  
 

FDA’s MyStudies Application78,79 
The MyStudies App was developed by FDA as a resource to link EHR data to electronically collected 
patient-reported outcome data to support clinical studies and registry development. Some of the 
capabilities of the MyStudies App include the ability to take informed consent, determine if patients 
meet the inclusion criteria, and remind patients to complete a questionnaire. The code for the app is 
open source, so stakeholders can customize the app to their specific needs.  
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APPENDIX E. ITERATIVE PROCESS OF ENDPOINT DEVELOPMENT   
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APPENDIX F. EXAMPLES OF STAKEHOLDER EFFORTS THAT SUPPORT THE 
DEVELOPMENT OF REAL-WORLD ENDPOINTS 

The Clinical Trials Transformation Initiative (CTTI) 50-53 
In response to the growing interest in digital health technologies, CTTI released detailed 
recommendations for developing novel endpoints that incorporate digital health technologies for use in 
clinical trials. To support these recommendations for novel endpoint development, CTTI also developed 
a flowchart of steps and a tool with suggested approaches for applying these steps. To provide 
additional context, CTTI applied the recommendations and flowchart steps in four use cases.  
 

Friends of Cancer Research44  
Friends of Cancer Research’s real-world evidence project operationalizes the collection and use of RWD 
to support regulatory decision-making. Pilot Project 1.0, Operationalizing and Validating Real-World 
Evidence, focused on standardizing data collection and developing a framework for the validation of 
real-world endpoints for non-small cell lung cancer. Ten healthcare research organizations collaborated 
for Pilot 2.0: Establishing the Utility of Real-World Endpoints to characterize the patient population with 
advanced non-small cell lung cancer, evaluate the ability of several real-world endpoints to measure the 
treatment effect, and assess the performance of the selected real-world endpoints. Next steps include 
examining differences in treatments among specific patient populations using RWD.   
 

Digital Medicine Society (DiMe)80,81  
To increase the use of endpoints that incorporate digital technologies, DiMe created an open-access and 
crowdsourced Digital Endpoint Library that compiles use of digital endpoints in clinical trials. The library 
includes information on the technology type, the medical condition, the endpoint, manufacturer notes, 
specific measurements, and the clinical trial information. Additionally, DiMe is developing 
recommendations for the verification and validation of digital tools to enable better integration into 
clinical trials.  

 

The Patient-Reported Outcome (PRO) Consortium82 
In a partnership with the Critical Path Institute, FDA, and pharmaceutical industry representatives, the 
PRO Consortium aims “to establish and maintain a collaborative framework with appropriate 
stakeholders for the qualification of PRO measures and other clinical outcome assessment (COA) tools 
that will be publicly available for use in clinical trials when COA-based endpoints are used to support 
product labeling claims.”82 The Consortium brings together experts to contribute to COA development 
across several therapeutic areas.   
 

Flatiron Mortality Endpoint34 
Survival is well-defined but can be difficult to ascertain in the real world because the status is not clear. 
The date of death and the cause of death are typically not recorded for secondary research use. 
Ascertainment of mortality data is especially difficult when using claims or EHR data due to loss of 
follow-up, errors in mortality data collection systems, or lack of appropriate clinical workflows to 
capture mortality data. Although public data on mortality exists in the U.S. through the US Social 
Security Death Index (SSDI) and National Death Index (NDI), these datasets have issues with linkability, 
timeliness, and restricted access. Researchers have supplemented mortality information from EHR data 
with commercial death datasets that include credit card, insurance, or obituary information. It is 
important to note that challenges exist with point of care data entry as each database may capture 
different variables or capture the variables in a different manner. In one RWE study, researchers from 
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Flatiron and Genentech gathered data from EHR structured data from the Flatiron Health database, 
abstractions from unstructured EHR data, commercial death data, and publicly available U.S. mortality 
data from SSDI. For validation, the researchers matched data from the study cohort to NDI data to 
calculate the sensitivity, specificity, positive predictive value, negative predictive value, and death date 
agreement of each of the datasets to understand the contribution to the composite.  
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