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Summary 
Tools enabled by ar�ficial intelligence (AI) have the 
poten�al to transform pa�ent outcomes and health 
system opera�ons and are already having significant 
effects. AI applica�ons have facilitated faster triage and 
diagnosis, enabled the an�cipa�on of pa�ent outcomes 
to create personalized treatment plans, and streamlined 
clinical opera�ons, pa�ent communica�on, and 
resource alloca�on. But while the integra�on of AI tools 
in healthcare systems offers immense poten�al, the use 
of AI in such a sensi�ve and cri�cal sector also raises 
significant ethical, legal, and prac�cal concerns.  

A comprehensive governance system has mul�ple 
advantages, including ensuring pa�ent safety, 
maintaining ethical standards, ensuring regulatory 
compliance, fostering trust through transparency and 
accountability, and managing privacy concerns and 
other legal issues. But AI governance is a rela�vely new 
concept for health systems, many of which have 
integrated only limited numbers of AI tools into their 
workflows. To beter understand mo�va�ons and 
processes, the project team convened a working group 
of six health systems located across the United States 
who have established AI governance systems in the past 
several years. The project team also conducted 
individual interviews with other health systems to 
understand their approaches. Although there are 
important commonali�es in the components of 
governance processes, there are different ways to 
accomplish these tasks. At the same �me, we found that 
this is a resource-intensive process across the board.   

In the following sec�ons, we will walk through the main 
components of health system governance and explore 
how different health systems approach these 
components, as well as discussing how health systems 
can begin to set up their own governance systems. We 
will also offer recommenda�ons for policy makers, 
health systems, and other stakeholders on how they can 
standardize and simplify these processes to democra�ze 
access to AI-enabled health tools and ensure the 
availability of technical exper�se to help under-
resourced health systems realize the benefits that AI 
tools may provide. 

AI Governance and Strategy 
AI governance is the practice of reviewing, assessing, 
and evaluating individual AI tools to ensure that they 
can be used safely, responsibly, fairly, and effectively 
with the health system’s patient population and in 
compliance with applicable laws. When designing a 
governance system, health systems should start with a 
clear articulation of the principles and goals of 
governance for that health system and identification of 
stakeholders who should be involved in the 
governance process. The benefits of a good 
governance system include visibility into the AI tools 
being used within the health system; predictability of 
the information needed to review, implement, and 
monitor an AI tool; transparency into the governance 
process; standardization of the procedures for 
evaluation, risk assessment, and risk mitigation; clear 
lines of accountability; and centralized and 
standardized documentation on each tool’s 
assessment and testing.     

It is important to separate the concepts of AI strategy 
from AI governance. An AI strategy involves a 
systematic consideration of how to prioritize the 
assessment and implementation of AI tools within the 
health system’s overall mission. What are the available 
resources for IT implementation and worker training? 
Does the health system want to prioritize certain types 
of tools, such as system-wide operational efficiency 
tools, population health management tools to assist in 
accountable care programs, or specific clinical decision 
support tools? While governance significantly benefits 
from such a strategy having been clearly articulated by 
health system executive leadership, governance 
systems should not be responsible for establishing or 
updating AI strategies. However, a health system’s AI 
strategy should prioritize establishing an AI governance 
process if one does not already exist.  
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Components of a Governance 
System 
Through our interviews and discussions, we found that 
governance structures can vary significantly while 
remaining effec�ve. It is important for health systems 
to right-size their AI governance to their resources. 
However, there were several commonali�es that 
facilitated building effec�ve governance processes. 

Organiza�onal Alignment and Engagement 
AI governance bodies should have an open line of 
communica�on with leadership and decision-makers. 
AI governance bodies must be empowered within their 
organiza�ons to assess AI tools within their purview 
and those decision-makers need to take 
recommenda�ons seriously. This decision-making may 
occur at the health system leadership level (C-suite) or 
by individual business owners making final purchase 
and implementa�on decisions. As men�oned above, 

Government Efforts 
Federal and State actions can incentivize responsible AI governance in multiple ways, and 
there have already been steps in this direction. California Attorney General Rob Bonta began 
to send letters to hospital CEOs in his state starting in September 2022, asking them to send a 
list of all commercial decision-making tools in current use for clinical decision support, 
population health management, operational optimization, or payment management. This list 
was meant to include the purpose of the tool, any policies or training around the tool, and 
contact information for the person(s) responsible for evaluating these tools for disparate 
impact. Although many health systems had been thinking about how to govern AI health tools, 
this state action made clear the need for a centralized inventory of such software tools and a 
standardized evaluation system. Meanwhile, the National Institute of Standards and Measures 
(NIST) was developing an AI Risk Management Framework to better manage risk during 
development, review, and operationalization. Drafts of the Framework were published in 
2022, and the final version was released in early 2023, with multiple companion tools released 
over the rest of the 2023 and a Generative AI Risk Profile published in summer 2024. The 
Office of Civil Rights at HHS also released a draft rule in 2022 and finalized the rule in May 
2024 regarding Section 1557 of the Affordable Care Act, “which prohibits discrimination … in 
covered health programs or activities.” Part of this new rule focuses on discrimination 
resulting from the use of patient care decision support tools. Health systems must make a 
“reasonable effort” to identify and mitigate the risk of discrimination or inequitable care 
resulting from the use of these tools. The rule specifically notes that investigations will review 
whether the health system has methods to review tools it adopts or uses, and whether the 
tool is being used as intended. More recently, FDA Commissioner Robert Califf discussed the 
need for health systems to “step up” governance of AI and remarked that “they’re going to 
end up holding the bag on liability when these algorithms go wrong.” 

 

https://oag.ca.gov/news/press-releases/attorney-general-bonta-launches-inquiry-racial-and-ethnic-bias-healthcare
https://www.nist.gov/itl/ai-risk-management-framework
https://www.hhs.gov/about/news/2024/04/26/hhs-issues-new-rule-strengthen-nondiscrimination-protections-advance-civil-rights-health-care.html
https://www.statnews.com/2024/09/11/fda-health-ai-regulation-robert-califf-hospitals-role/
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engaging with health system leadership also allows 
governance to be integrated into an overall AI strategy. 
We also found that governance teams were o�en 
mul�disciplinary to ensure that governance is a holis�c 
process. 

Iden�fica�on and Registra�on of AI Tools 
While methods can vary, AI governance bodies must 
have a system in place to iden�fy AI tools under 
considera�on for implementa�on at their organiza�on, 
whether these tools are commercially available or were 
developed internally. Once iden�fied, AI governance 
teams collect informa�on on the AI tool that will be 
used, poten�ally along with findings from the review 
process below, to maintain an inventory of AI tools 
assessed or implemented in the health system. This 
inventory informa�on may also modify the review 
process based on the perceived risk of the tool. 
Inventory processes also have the benefit of 
standardizing the type of informa�on required for tool 
assessment and se�ng appropriate expecta�ons on 

informa�on requirements when comparing poten�al 
tools to submit to the governance process. Some 
health systems we spoke with were also performing or 
considering a “look-back” process for registra�on of 
tools that had already been implemented before the 
governance system was running. 

Review and Assessment  
The main func�on of AI governance is to evaluate AI 
tools to be used in the health system. These review 
processes vary by organiza�on and may include 
mul�ple domains spanning tool performance, privacy, 
compliance, legal, pa�ent safety (including bias 
evalua�ons), clinical integra�on, IT integra�on, and 
others (Figure 1). AI governance teams may solicit 
informa�on about the product from the developer 
directly or engage the internal champion for the tool to 
supply the relevant informa�on. For some tools, 
valida�on with internal data may also be done, either 
retrospec�vely or prospec�vely. Typically, AI 
governance groups convene to discuss relevant 

Figure 1 - Potential areas of assessment in health system governance of AI tools. Health systems review and 
assess AI tools in multiple domains. Review processes and domains vary by organization and organizations 
may add or change components as their governance system process matures. 
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findings before issuing a recommenda�on to relevant 
decision makers within the organiza�on. Different 
organiza�ons may limit the AI governance group to 
issuing recommenda�ons on concerns or mi�ga�on 
sugges�ons, while other may have authority to make 
implementa�on or veto decisions.   

Monitoring and Surveillance 
Depending on the assessed risk of the AI tool, different 
types of monitoring may be required. Currently, this is 
o�en concentrated during pilot phases or immediately 
post-implementa�on. However, many people we spoke 
with acknowledged that ongoing monitoring is needed 
and are working to establish more standardized 
surveillance processes, as well as methods for users to 
communicate any concerns they may have or any 
perceived performance changes over �me. Some 
systems require that every implemented tool have a 
prespecified person who is responsible for monitoring 
the use of the tool. Other systems have created a 
schedule for governance-led audits of tools, which 
allows tools that have been or become less useful than 
expected to be updated or decommissioned.  

Although this lis�ng of components may imply the 
process is fairly linear, it is o�en itera�ve in prac�ce. 
For instance, it is not unusual for the AI governance 
commitee to gather addi�onal informa�on from the 
developer throughout the process, should new 
ques�ons or workflows be discovered. The new 
informa�on would inform the governance review and 
assist commitee members in making a 
recommenda�on. Another example of this itera�ve 
process could be if the AI governance body issues a 
recommenda�on against implementa�on of a tool due 
to specific risks. Should the decision-makers decide the 
tool is high priority, the AI governance body could be 
tasked with coordina�ng either with the developer or 
internal process owner to develop mi�ga�on measures 
to address the iden�fied risks to meet health system 
needs and meet quality and ethical standards. 

These AI governance components o�en proceed 
through mul�ple itera�ve phases. For example, a tool 
may go through an ini�al assessment that results in a 
pilot study being recommended. A�erward, the AI 
governance commitee may reassess the tool, applying 

learnings from the pilot program, to determine a 
recommenda�on on a wider implementa�on. Health 
systems that are developing AI tools in-house will o�en 
have mul�ple itera�ve review processes to move on to 
the next phase of research and development. When 
tools developed in-house are at the point of being 
piloted or fully implemented, they are subject to 
similar governance processes as commercial tools.  

Tailoring an AI Governance 
Approach 

 

Within the commonali�es discussed above, each 
health care system we spoke with had tailored certain 
aspects to establish an AI governance system that best 
fit the needs and resources of their organiza�on 
(Figure 2). One of the most interes�ng differences is 
that some systems rolled their AI governance into the 
exis�ng general governance around so�ware tools, 
taking more of an educa�onal approach to ensure 
tradi�onal governance en��es were able to ask the 
right ques�ons about AI tools, while other health 
systems pulled AI tools into a fully separate governance 
process. S�ll others took a hybrid approach, with some 
of the review components integrated into pre-exis�ng 
governance processes and other components being 
considered separately. These approaches were not 
consistent based on resource availability, although 
health systems with fewer resources available for AI 
governance may be more likely to rely on addi�onal 
training for exis�ng governance system par�cipants.  

Organiza�ons differed regarding whether a more 
centralized or a federated approach was a beter fit for 
their health care system. Smaller health systems or 
systems with less AI exper�se available generally took a 
more centralized approach to assessments. Very large 
systems’ approaches were more variable. While some 
were centralized, others used a more federated 
approach to allow for more flexibility between 
geographic sites or regions. In some cases, the tool 
review and assessment were done by a more 
centralized team who made detailed recommenda�ons 
but the ul�mate decision-making was federated. In 
other cases, some aspects of review such as legal and
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Decision-making Authority 
A critical piece of governance design is identifying who has the ultimate decision-making authority on whether a 
given AI tool will be implemented or decommissioned. This authority varied by organization. Some gave this 

authority to the person who allocated budget funds for the AI tool, and the review process is meant to guide this decision. 
Other health systems favored a more centralized decision process, where the review team or a larger governance group make 
the final decision. Still other health systems placed some or all decision-making with executive leadership, who rely on 
recommendations from the review process. This can ensure AI tool selection is consistent with the overall AI standards and 
strategy. 
 

Governance Committee Composition 
Many AI governance committees are interdisciplinary, with members from disciplines such as IT, clinical care, 
informatics, legal, privacy, ethics, compliance, human resources, patient engagement, DEI, and finance. Some have 

relevant background in the AI, but others may need additional training on the implications of AI within their area of expertise. 
Organizations that opt to integrate AI governance into their traditional governance for other technologies also provided 
training on how to effectively assess AI tools. In these cases, adding a reviewer with AI technical expertise may be necessary. 
Some health systems had small governance teams that consisted of one to three individuals. In these cases, assessments were 
sometimes more focused on developer-reported performance, IT integration, privacy, and legal compliance, while local 
performance was assessed through qualitative pilots or monitored in post-implementation reviews. 

 
Including the Patient Voice 
Many health systems want to include the patient voice in decisions on AI tools that may affect care. However, they 
reported legal and logistical challenges in allowing individuals who are not health system employees to have 

visibility into the full review process. Finding patients with the relevant expertise or providing adequate training on AI concepts 
to allow for informed involvement is also difficult. In the meantime, some health systems have brought in ethics professionals 
with expertise in patient opinions to help fill that perspective gap, while other health systems have consulted with pre-existing 
patient committees as appropriate. As patients traditionally have not been involved in technology selection and 
implementation, more work is needed on best practices in this space. 

Governance Scope 
AI is a broad term, and governance systems need to clarify the scope of tools within their purview. Some 
organiza�ons focused on a range of AI tools, while others focused on machine-learning enabled tools only. Others 

only reviewed enterprise tools. Some took a risk-based approach to different types of AI. For example, an organiza�on may only 
require registra�on for AI tools used for billing or business purposes but perform more in-depth reviews on AI tools that directly 
affect pa�ent care. Others may have different processes for tools that have been authorized by the FDA. Governance scope was 
determined by several factors, including the resources available, and the scope may change as a governance system matures. 
 

Tool Iden�fica�on 
Health systems must ensure they are aware when AI tools are being considered in order to bring them into the 
governance process. There were a variety of strategies for this, including general informa�onal campaigns, directed 

conversa�ons with individuals involved in purchase decisions, and training with internal AI developers on how and when to 
engage with the governance commitee. Some groups built in processes to “catch” tools within scope, o�en in connec�on with 
IT and procurement offices. There is not a perfect process and tools can slip through cracks at �mes. It can also be difficult to 
iden�fy when exis�ng tools are upgraded with AI-enabled so�ware op�ons and when already implemented AI tools have 
significant updates that may require addi�onal governance ac�ons. 
  
Figure 2 - Tailoring a Governance Approach 

Process-Focused Variations 

People-Focused Variations 
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privacy were centralized, but other aspects of review, 
such as performance and clinical integra�on, were 
federated. S�ll other systems centralized governance of 
enterprise so�ware but federated governance of 
department-specific AI tools or centralized the 
registra�on process but federated the review and 
monitoring processes. Many larger systems, even if 
their processes were federated, men�oned that they 
were working to ensure open communica�on between 
loca�ons to reduce or prevent repe��on of work.  

The project team also found interes�ng differences in 
some of the logis�cs of governance. However, all of the 
health systems emphasized that they considered their 
governance programs to be an evolving work in 
progress and an�cipated there could be changes in 
processes and scope. For example, some governance 
systems started with inventories and preliminary 
evalua�ons, but are now expanding to include aspects 
of monitoring opera�onal integra�on and 
performance. Other systems plan to expand the types 
of tools that their governance will oversee over �me.  

Democratizing AI Across Health 
Systems 
 

Health care in the United States already has significant 
equity challenges. There is concern that AI tools could 
worsen these inequi�es either because the tools may 
replicate and scale exis�ng biases in care if not 
designed and tested carefully, or because the AI tools 
are effec�ve but only highly resourced health systems 
can safely deploy the tools. If this happens, it will 
greatly diminish the impact that AI could have, 
especially in addressing persistent problems in 
healthcare such as access issues and diagnos�c 
excellence.  

We heard that government and health system 
leadership cannot con�nue to rely on volunteer efforts 
for sustainable governance of AI. Health systems are 
concerned that they lack the resources to bring in staff 
or train exis�ng staff, or to build the infrastructure 
needed for effec�ve and ethical governance.  There is a 
cri�cal need for ways to scale and propagate internal AI 
exper�se as well as templates and best prac�ces for 

governance processes as health systems begin to 
deploy these tools.  

In the sec�ons below, we will walk through some 
recommenda�ons on how different stakeholders can 
help democra�ze safe and efficient implementa�on of 
AI tools through effec�ve governance. 

Government Ac�ons 
Federal and state governments have mul�ple op�ons 
to incen�vize and to support effec�ve governance of AI 
tools in health. The OCR Sec�on 1557 rule described 
earlier is one such example. The Office of the Na�onal 
Coordinator of Health Informa�on Technology (ONC) 
also released a final rule on transparency requirements 
for certain types of predic�ve decision support 
interven�on tools. This later rule ensures that health 
systems and users will have informa�on about those 
specific tools but also sets a baseline standard for what 
informa�on health systems should know about before 
implemen�ng these types of care tools. Similarly, the 
FDA recently put out guiding principles around 
transparency for AI/ML devices that have significant 
overlap with ONC requirements.  

At the state level, Colorado recently passed a law that 
will require deployers of AI systems where outputs are 
a “substan�al factor” in decisions regarding the 
provision, denial, cost, or terms of health care services 
to implement a risk-management system, conduct 
impact assessments, do annual reviews, and report any 
discoveries of algorithmic discrimina�on. Although the 
specifics of these laws and rules can be debated, there 
are clear op�ons for government bodies to incen�vize 
good governance. The government can also create 
posi�ve incen�ves around governance such as safe 
harbors for health system deployers that employ best 
prac�ces to reduce some of the risk in deploying AI 
tools, such as liability. For example, Colorado built an 
affirma�ve defense into their law for deployers of AI 
tools that could show that they had complied with 
specific na�onal or interna�onal AI risk management 
frameworks.  

The government can also priori�ze funding research to 
simplify governance and make it more efficient. This 
may include crea�ng research funding priori�es around 

https://www.healthit.gov/sites/default/files/page/2023-12/HTI-1_DSI_fact%20sheet_508.pdf
https://www.fda.gov/medical-devices/software-medical-device-samd/transparency-machine-learning-enabled-medical-devices-guiding-principles
https://leg.colorado.gov/bills/sb24-205
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governance best prac�ces, maturity models, and 
infrastructure to make monitoring for performance 
dra� and bias and general surveillance more efficient. 
Government could also fund development of open-
source tools such as inventory systems and tes�ng 
tools to make the governance process less 
burdensome. A recent journal perspec�ve suggested 
that the government could help build a registry of AI 
tools similar to ClinicalTrials.gov that would also have a 
federated component linking to health system 
assessments of that tool. A system like this could also 
provide HHS a central loca�on for users and pa�ents to 
report safety concerns about AI tools, which is a task 
required in the 2023 Execu�ve Order on AI. Finally, the 
government could consider establishing and funding 
Health AI Technical Centers of Excellence to provide 
training modules for staffing governance teams and act 
as an expert resource for under-resourced health 
systems, as well as general workforce development 
around AI literacy. 

Developer Ac�ons 
Developers are a significant source of AI exper�se. 
Although they cannot be considered impar�al, they do 
have an interest in increasing trust in AI tools and 
ensuring that they are being implemented and used 
correctly. The project team spoke with several 
commercial developers of tools and heard concerns 
that many health systems are not asking enough 
ques�ons about their products. Developers and health 
systems should be working together to create 
standardized checklists of informa�on for different 
types of AI tools, to set appropriate expecta�ons and 
increase transparency. This would also allow 
developers to create a standard informa�on disclosure 
form that could be shared with governance teams that 
could reduce the amount of back-and-forth 
communica�on between developers and governance 
teams, increasing governance efficiencies. Health 
systems that the project team spoke with frequently 
men�oned that transparency around health system 
data movement and how that data is used is especially 
important to them.  

Developers should also work to foster collabora�on 
and trust with health systems. Aligning on expecta�ons 

early and improving understanding of health system 
legal compliance requirements would be helpful. One 
example of this involved product updates. Health 
systems felt there were o�en significant mismatches 
on what cons�tutes a “substan�al change” that would 
require more ac�ve alerts to health systems to allow 
for governance review. This was o�en around data 
security and privacy, but also when a product that 
previously did not use AI/ML in its so�ware was 
updated to include AI/ML components.  

Developers can also create tools to facilitate local 
governance. One company recently announced that 
they would provide kits to simplify local tuning and 
tes�ng of their products. This aligns with the previously 
men�oned FDA transparency principles sta�ng that it 
would be helpful for developers to provide informa�on 
on “how to conduct local site-specific acceptance 
tes�ng or valida�on” and “plans for ongoing 
performance monitoring.” Another company we spoke 
with described tools that would be able to automate 
monitoring for performance dri�.  

Health System Ac�ons 
Health system leaders should priori�ze AI governance 
now and seek learning from early adopters, assessing 
what is the right-sized approach for their specific 
circumstances. However, health systems that have 
already built governance systems or have significant 
exper�se in AI (such as academic health systems) also 
have a role in democra�zing AI across se�ngs. These 
systems should share documenta�on on how their 
governance systems work, including tools such as 
registra�on/informa�on intake forms and surveillance 
procedures, and consider partnering with other health 
systems, especially those with fewer resources. At the 
same �me, all health systems need to work to diffuse 
knowledge about AI and responsible AI 
implementa�on throughout their workforce.  

To accomplish both tasks, health systems can create 
peer-to-peer learning spaces to educate, share and 
support each other implemen�ng best prac�ces in AI 
governance. For example, the ECHO Ins�tute New 
Mexico Hub is star�ng a community of prac�ce for 
providers around implemen�ng AI in medicine. A 
recent pilot project called the Prac�ce Network also 

https://jamanetwork.com/journals/jama/fullarticle/2822175
https://www.fda.gov/medical-devices/software-medical-device-samd/transparency-machine-learning-enabled-medical-devices-guiding-principles
http://doi.org/10.1056/CAT.24.0131
https://doi.org/10.3389/fdgth.2022.931439
https://doi.org/10.1093/jamia/ocad221
https://divisionofresearch.kaiserpermanente.org/research/aim-hi/about-aim-hi/
https://iecho.org/public/program/PRGM1720475118619JECA45KP9R
https://healthaipartnership.org/haip-practice-network
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just launched, where par�cipants will receive “access 
to one-on-one guidance, expert consulta�on, peer 
learning community, educa�onal materials, and other 
resources” from more experienced health systems 
partners to increase equitable use of AI in healthcare. 
Health systems with less AI exper�se have found that 
working with more local or smaller AI developers can 
be helpful in building a more trus�ng rela�onship and 
allow the developer to beter understand and then 
design toward the needs of a specific health system. 

Other Stakeholder Ac�ons 
Other stakeholders also have important roles. En��es 
such as clinical socie�es, public-private partnerships, 
and standards groups should focus on crea�ng 
guidance in this space. Examples include the Na�onal 
Academies’ AI Code of Conduct and the Coali�on for 
Health AI’s Assurance Guides. We also expect that third 
par�es will enter this space to help provide assurance 
reviews and provide contracted governance services or 
commercial governance so�ware tools. One early 
example is Dandelion Health, which provides a free 
valida�on service for certain types of health AI tools 
through a grant from the Gordon and Bety Moore 
Founda�on. Outsourcing some of these tasks to 
reusable valida�on pla�orms could create efficiencies 
of scale and reduce overall costs.  

Medical, nursing, and other clinical professional 
schools and training programs also should develop 
curricula on best prac�ces in assessment and using AI 
tools while clinical socie�es and other organiza�ons 
should establish con�nuing educa�on courses on 
responsible governance and use of AI.  

Conclusion 
AI tools present an extraordinary opportunity to 
transform health care, but establishing a robust AI 
governance framework is essen�al to ensure that these 
tools are deployed safely, ethically, and in compliance 
with regulatory standards. Governance systems not 
only protect pa�ent safety and foster trust; they also 
facilitate innova�on by providing clear guidelines and 
processes for assessing and implemen�ng AI 
technologies. The diverse strategies employed by 
different health systems highlight the con�nued need 
for flexibility in governance approaches, factoring in 
health systems’ specific considera�ons around 
resources and processes. However, the number of 
commonali�es found when exploring the different 
governance processes suggests that health systems 
should make use of published frameworks and 
guidance as they create their own processes.  

Work is also needed to ensure that the safe and 
effec�ve use of AI tools can be democra�zed across all 
health systems. Widespread implementa�on of AI 
governance in healthcare hinges on addressing key 
challenges such as funding, staffing, and training. This 
will involve targeted ac�ons among government, 
developers, health systems and other stakeholders.    

Ensuring that AI tools can be safely used in all health 
systems will be a challenging and ongoing task but 
must be accomplished if health AI is to fulfill its 
potential to improve health outcomes, reduce costs, 
enhance the clinical experience for both patients and 
providers, and advance health equity. 

 
About Duke Health. Duke Health is commited to advancing health and 
transforming lives through clinical care, medical educa�on, and innova�ve 
research. Duke Health’s comprehensive network of hospitals, outpa�ent 
clinics, and specialty centers, serving diverse popula�ons across NC and 
beyond. Its mission emphasizes training the next genera�on of healthcare 
leaders and advancing cu�ng-edge research in areas such as precision 
medicine, AI-driven healthcare, and popula�on health. Duke Health is a 
commited to equity, innova�on, and con�nuous improvement, ensuring 
that care is not only safe and effec�ve but also equitable and responsive to 
the needs of all pa�ents. Through collabora�ve efforts across its academic 
and clinical arms, Duke Health remains at the forefront of addressing the 
most complex healthcare challenges, fostering a healthier future for 
individuals and communi�es worldwide. 

 
About Duke-Margolis. The Robert J. Margolis, MD, Ins�tute for Health 
Policy at Duke University is directed by Mark McClellan, MD, PhD, and 
brings together exper�se from the Washington, DC, policy community, Duke 
University, and Duke Health to address the most pressing issues in health 
policy. The mission of Duke-Margolis is to improve health, health equity and 
the value of health care through prac�cal, innova�ve, and evidence-based 
policy solu�ons. Duke-Margolis catalyzes Duke University’s leading 
capabili�es, including interdisciplinary academic research and capacity for 
educa�on and engagement, to inform policymaking and implementa�on for 
beter health and health care. For more informa�on, visit 
healthpolicy.duke.edu. 

https://nam.edu/programs/value-science-driven-health-care/health-care-artificial-intelligence-code-of-conduct/
https://chai.org/assurance-standards-guide/
http://doi.org/10.1001/jama.2023.26930
http://doi.org/10.1001/jama.2023.26930
https://www.healthcareitnews.com/news/dandelion-health-launches-pilot-evaluate-ai-performance-and-potential-bias
https://www.healthcareitnews.com/news/dandelion-health-launches-pilot-evaluate-ai-performance-and-potential-bias
https://openwho.org/courses/ethics-ai
https://healthpolicy.duke.edu/
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Appendix A: Expert Workshop Participant List 

Health System Governance of AI Tools 
Virtual Expert Workshop | June 6, 2024 

 
 
Laura Adams 
Na�onal Academy of Medicine 

Brian Anderson 
Coali�on for Health AI 

Allie DeLonay 
SAS 

Nicoleta J Economou 
Duke Health 

Tom Ferrone 
Tempus AI 

James Gaston 
Parkland Health & Hospital System 

Mallory Gibreal 
Bryan Health 

Karen Habercross 
University of Chicago 

Marianne Hamilton Lopez 
Duke-Margolis Ins�tute for Health Policy 

James Leo 
MemorialCare Health System 

Bret Moran 
Parkland Health & Hospital System 

Zachary Lipton 
Abridge 

Valerie Parker 
Duke-Margolis Ins�tute for Health Policy 

Anurang Revri 
Stanford Healthcare 

Ram Rimal 
University of North Carolina Chapel Hill 

Brian Scarpelli 
Connected Health Ini�a�ve 

Chris�na Silcox 
Duke-Margolis Ins�tute for Health Policy 

Jennifer Stoll 
OCHIN, Inc. 

Chris�ne Swisher 
Oracle Health 

Sylvia Trujillo 
OCHIN, Inc. 

David Vidal 
Mayo Clinic 

Celena Wheeler 
Oracle Health 

Ellen Woo 
Kaiser Permanente 

Daniel Yang 
Kaiser Permanente

 


	Acknowledgements
	Working Group
	Summary
	AI Governance and Strategy
	Components of a Governance System
	Organizational Alignment and Engagement
	Identification and Registration of AI Tools
	Review and Assessment
	Monitoring and Surveillance

	Tailoring an AI Governance Approach
	Democratizing AI Across Health Systems
	Government Actions
	Developer Actions
	Health System Actions
	Other Stakeholder Actions

	Conclusion
	Appendix A: Expert Workshop Participant List

