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Issue 
The United States health care system lacks an integrated, 
interoperable infrastructure for collecting and linking 
longitudinal patient data across care settings. Information 
from electronic health records (EHRs), patient-reported 
outcomes (PROs), claims, and other real-world data (RWD) 
sources has the potential to generate real-world evidence 
(RWE) that supports innovation, clinical decision-making, 
and value-based payment models. 

Opportunity 
The Duke-Margolis Institute for Health Policy conducted 
a review of source data quality, collection, curation, and 
linkage—informed by an extensive landscape analysis 
and 41 real-world use cases. The analysis illustrates the 
promise and current limitations of generating clinical 
evidence within the U.S. health care system. Its results 
lay the foundation of a policy framework to enable more 
routine, reliable use of longitudinal patient data to support 
learning health care systems.

Key Findings 
•  The creation of longitudinal data integration

is technically feasible but requires operational
and policy support.

•  Uneven adoption of source data types and data
collection methods exist, with wide variability
in quality and structure, and few health
care organizations able to capture reliable
longitudinal data.

•  The range of leading use cases is designed
to advance the collection, curation, and
integration of key longitudinal patient data
with potential replicability and scalability.

•  Effective policies are needed to drive collaboration 
between key stakeholders, build on technical
advancements, bridge disconnected data siloes,
and align incentives.

Policy Recommendations and Applications 
1.  Policies should support the development of cross-

industry pilot projects to test a set of limited data
elements leveraging existing initiatives and data
repositories. These pilot projects can streamline
data collection and support longitudinal evidence
generation for clinical decision making, quality
improvement, regulatory, and payment needs. Further
investment and guidance development can enable
data standardization and industry participation in

EXECUTIVE SUMMARY 
priority RWE research areas through pilot project 
development. Potential applications are gene therapy 
outcome-based agreements and long-term monitoring. 
Pilots that define and standardize key clinical and 
quality-of-life data elements, e.g., durable response 
markers, can support these contracts by enabling 
consistent, auditable RWE collection. 

2.  Following pilot testing and validation, policies should
support the development of demonstration projects to 
explore real-world research and care in a variety of
health care settings. A potential application
is Coverage with Evidence Development (CED).
CMS linked coverage of transcatheter tricuspid
valve replacement to longitudinal patient registry
participation demonstrates how public payers can
incentivize data infrastructure development by
tying reimbursement to evidence generation.
Demonstration projects here can test the integration
of EHR, claims, and registry data to assess outcomes
and inform broader payment policy reforms.
Policymakers should expand agency artificial
intelligence (AI) governance and curation standards
for use in data abstraction, cleaning, and enrichment
and exploration of the efficacy and validity of data
curation techniques to generate missing or unlinked
data. A potential application is gene therapy’s long-
term monitoring and treatment-specific registries. For 
conditions like spinal muscular atrophy or inherited
retinal disease, curating long-term outcomes from
patient notes, imaging, and lab results are key. AI
tools, when governed appropriately, can automate
data abstraction from varied sources and ensure
consistency in monitoring post-treatment trajectories.

3.  To foster data interoperability and linkage, policies
should support accelerated adoption and integration
of standard common data elements, common data
models, and application program interfaces. To raise
the minimum standard for health information
technology (IT) systems, policies should further
encourage health data companies and health systems
to adhere to the Trusted Exchange Framework and
Common Agreement (TEFCA). A potential application
is cardiovascular registries. Cardiometabolic
interventions, e.g., GLP-1s or structural heart devices,
often require outcome tracking across inpatient,
outpatient, and pharmacy systems. Promoting
standardized data exchange via the Fast Healthcare
Interoperability Resources (FHIR) and integrating
cardiovascular registries with payer claims through
TEFCA-compliant networks can support timely
assessments of safety and value.
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4.  To improve alignment between clinical research,
care, and payer priorities to support dynamic learning
health systems, policies can create a standardized
data infrastructure that seamlessly integrates into
routine care visits. Potential applications are diabetes
and cardiovascular registries. Standardized data
infrastructure can be leveraged to report quality
measures, transform data for regulatory submissions
and facilitate value-based coverage. Conclusion 

Policies that enhance the availability, quality, and 
connectivity of longitudinal patient data are not just 
enablers of better clinical science—they are strategic levers 
for transforming health care delivery and reimbursement. 
Real-world applications are starting points to demonstrate 
how policy frameworks can catalyze innovation and 
align stakeholder incentives. By investing in a limited but 
powerful set of shared data elements and interoperability 
tools, the U.S. can move toward a holistic patient-focused, 
learning health system—capable of delivering better 
outcomes, faster discoveries, and smarter spending.

Policies that enhance the availability, quality, 
and connectivity of longitudinal patient data 
are not just enablers of better clinical science—
they are strategic levers for transforming 
health care delivery and reimbursement. 

By investing in a limited but powerful set of 
shared data elements and interoperability 
tools, the U.S. can move toward a holistic 
patient-focused, learning health system—
capable of delivering better outcomes, faster 
discoveries, and smarter spending. 

Background and Status of Current Source Data Landscape 
Despite a wealth of source data (see Appendix A), the 
U.S. lacks an integrated health care and data accrual 
infrastructure, and health systems cannot readily track 
longitudinal patient data on key health characteristics.1 
Source data and the underlying infrastructure needed 
to support such an integrated system are siloed and 
therefore, do not support efficient collection and sharing 
during routine care. These inefficiencies prevent large-
scale reliable data linkage, inhibiting the ability to create 
longitudinal datasets to support improvements in holistic 
patient care and patient-focused clinical research. 

In an increasingly complex health care ecosystem, 
expanded evidence-generation beyond the current 
research paradigm can advance innovation and public 
health efforts. Innovating on multi-stakeholder data 
sharing can supplement randomized clinical trials (RCTs),  
the traditional gold standard approach for evidence to 
inform patient care and medical product development. 
RCTs have rigorous protocols and clear endpoints.2, 3 
Unfortunately, because reliable longitudinal data collection 
is so challenging, RCTs face cost, implementation, and 
sample size limitations.4, 5, 6 Additionally, their findings 
are often not generalizable to broader populations and 
conditions of care, which leads to limited snapshots of 
patient health characteristics that can impede insurance 
coverage decision-making and other clinical needs. 
Accordingly, a need exists to leverage other sources of 
evidence available to researchers.

One of these is RWD, considered to be routinely collected 
source data that covers “usage, or the potential benefits or 
risks, or a drug derived from sources other than traditional 
clinical trials.”7 RWD can encapsulate the retrospective, 
secondary use of already existing data (e.g., medical claims 
or EHRs) or prospectively generated data according to a 
pre-specified research protocol (e.g., a disease registry or 
an expanded access program). Effective analysis of RWD 
can generate RWE, the “clinical evidence about the usage 
and potential benefits or risks of a medical product” or 
clinical care delivery.8 RWE can assess quality and outcome 
measures within clinical care settings to enable real time 
evaluation of interventions towards identifying and scaling 
best practices (i.g., rapid learning). Additional capabilities of 
RWE include increases in patient sub-group representation 
and generalizability, and informing regulatory decisions 
about the safety and efficacy of medical products. 

Longitudinal patient tracking is technically feasible and 
could significantly benefit efforts to improve both clinical 
care and research. Synchronized improvements to clinical 
care and research enable capabilities to collect, curate, and 
distribute data in a cost-effective manner for stakeholders 
across the health care landscape. These stakeholders 
include health systems, health technology companies, 
payers of clinical care, data and software vendors, 
pharmaceutical and medical device companies, health care 
provider professional associations, government agencies, 
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with the U.S. evidence generation infrastructure limited the 
trials’ success and highlighted quality and interoperability 
issues. While both trials required breaking down source 
data siloes and prioritizing key data for collection, ACTIV 
showcased the work needed to realize point-of-care trials 
and the holistic view for patient-focused evidence they 
engender in the U.S. health care system.

To move forward, interventions for addressing significant 
health problems can be analyzed with advances in 
technology, coupled with a targeted policy framework.  
We need rigorous, widely adopted standards and practices 
that enable researchers to effectively harmonize disparate 
source data into fit-for-purpose datasets regulators need 
for decision-making.28 Addressing these issues across the 
patient journey could facilitate a scalable clinical research 
infrastructure that draws on existing health care data 
and enables learning. Such a system would link currently 
disconnected evidence generation needs of regulators, 
payers, health systems, and other stakeholders. In doing 
so, the existing U.S. research and clinical infrastructure 
would be further optimized to improve the health of 
patients, recognizing that within our varied data landscape, 
the one constant demand driver is the patient. To move 
toward this goal, Duke-Margolis and Highlander Health 
partnered to explore source data collection, curation, 
and linkage; and develop a policy-based framework 
for achieving an interconnected, continuously learning 
health care system.29 Our findings and subsequent 
recommendations lay out core considerations and functions 
of an ideal holistic view for patient-focused evidence within 
learning health systems. Broader benefits of these systems 
are discussed in a prior Duke-Margolis paper.30

Our research identified strategies for integrating quality 
processes into data collection and curation, methods 
for linking interoperable data, approaches to building a 
holistic view for patient-focused evidence, and gaps within 
each domain. Our findings are informed by 41 real-world 
examples—or use cases—of source data collection, curation, 
linkage, and/or interoperability. Appendix B discusses  
our methodology and broad results, Appendix C presents  
a high-level use case overview, and Appendix D provides  
in-depth use case goal and purpose descriptions.

We need rigorous, widely adopted standards  
and practices that enable researchers to 
effectively harmonize disparate source data  
into fit-for-purpose datasets regulators need  
for decision-making.

and international organizations. But our siloed, inefficient 
system results in fundamental differences in data quality 
and reliability among source data that result in high 
barriers and costs that block such research. For example, 
care delivery and therapeutic approach differences across 
health care delivery systems and within single-system 
clinical sub-units create limitations and data quality 
challenges for EHR data.

The ability to leverage source data, like EHRs, for 
longitudinal data tracking depends on data quality 
and stakeholders’ ability to document, enhance, and 
understand its implications for analysis. In other words, 
the health care system must be restructured to enable 
merging disparate patient data to create a meaningful 
picture of individual patients. Improved data linkage 
centered around patients’ movement through the 
health care system can deliver providers with access 
to reliable longitudinal health data to improve patient 
outcomes. Linkage also can  support scalable, sustainable 
infrastructure for rapid learning to improve clinical care 
that can be re-tooled to address a public emergency 
or evolving priorities.21, 22 Governmental leadership has 
demonstrated interest in real-world, population-based 
studies and the alignment needed to support multi-
stakeholder data sharing.23, 24

One impactful method of prospective, rapid learning is 
to integrate clinical trials where people receive routine 
care—at the point-of-care. Previous Duke-Margolis work 
explores how point-of-care trials can better capture post-
market performance of medical products in real-world 
populations and enable continuous health care treatment 
learning, when data quality and longitudinal completeness 
are adequate.25 The COVID-19 pandemic demonstrated 
the impact point-of-care trials can have, particularly in an 
interconnected system. Oxford’s Randomised Evaluation 
of COVID-19 Therapy (RECOVERY) trial drew from the 
United Kingdom’s already integrated health system to 
rapidly enroll and study patients at the point-of-care.26 
Researchers paired routinely collected data with manually 
accrued data of a limited number of critical variables 
to quickly and efficiently generate the study dataset. 
RECOVERY’s rapid expansion and associated findings 
provided timely, salient safety and efficacy information  
for COVID-19 treatments.26 

A comparable effort in the U.S., the Accelerating COVID-19 
Therapeutic Interventions and Vaccines (ACTIV) studies, 
demonstrated our system’s evidence generation limitations 
due to systemic infrastructure issues. The studies enrolled 
fewer patients and had more data linkage challenges despite 
starting before RECOVERY.27 While ACTIV was an exciting 
mobilization of pandemic research efforts, systemic issues 

https://healthpolicy.duke.edu/publications/lessons-learning-health-care-systems-and-recommendations-successful-implementation
https://healthpolicy.duke.edu/publications/point-care-clinical-trials-integrating-research-and-care-delivery
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Data Collection Quality Assurances

Our findings show that data quality and assurance can 
take place across three dimensions: collection, curation, 
and at the study level. Quality assurance, paired with 
the use of limited data elements, at each of these 
stages is essential for making holistic patient profiles 
more financially sustainable. The use of limited data 
elements responds to stakeholder demand signals across 
three dimensions: easing data mapping challenges for 
researchers, mitigating provider burden for collection,  
and maximizing resources while reducing time costs and 
risks for health systems.  

Regarding data collection, our review identified several 
articles about how health care providers and clinical trial 
sponsors can improve data quality. Federal guidance 
offers several standard terminologies that sponsors 
can incorporate to reduce uneven data collection 
methods and establish standardized measures from the 
point of collection. The Asthma RWE and Harmonized 
Outcome Measures for Asthma Patient use cases 
relied on International Classification of Disease (ICD) 
codes to identify patient cohorts and mapped data 
using ICD codes and Systemized Nomenclature of 
Medicine (SNOMED) terminology.31, 32, 33, 34 The U.S. Food 
and Drug Administration’s (FDA) “Data Standards for 
Drug and Biological Product Submissions Containing 
Real-World Data” guidance references Clinical Data 
Interchange Standards Consortium’s (CDISC) controlled 
terminologies and highlights the importance of consistent 
coding practices, like ICD-9 and ICD-10 codes during 
data transformation.35 Presently, CDISC standards are 
required for electronic data submissions to the FDA,  
but sponsors relying on RWE have experienced difficulties 
in transforming data into CDISC formats. The various 
types of RWD sources make it difficult for sponsors 
to standardize all RWD in a format that complies with 
regulatory guidance.36 

Sponsors, investigators, and providers do not uniformly 
adopt controlled terminologies and face labor-intensive 
challenges to map RWD sources to CDISC and ICD 
terminology that accurately reflect clinical practices.37 
Extensive software tooling is needed to align in-house 
or system-specific practices with CDISC variables and 
terminology.37 Implementation guides for mapping 
health data to adverse events, vital signs, and other 
CDISC domains, exist to reduce challenges with mapping 

Optimizing High Quality Data Collection and Curation

and data redundancy.38 Researchers in the Harmonized 
Outcome Measures for Asthma Patient Registries and 
Clinical Practice use case faced challenges aligning RWD 
source types, like EHRs, with standardized definitions that 
reflected clinical care practices.32 Researchers found that 
even if clinicians collected the same type of routine health 
data, clinicians in separate health systems coded and 
classified the data differently. Professional societies should 
continue to advocate for regulatory agencies to accept 
common data elements and terminology that better reflect 
current clinical practices and the use of RWD and RWE in 
clinical trials. 

The use of a limited number of fit-for-purpose data elements 
can ease administrative burden for providers and help 
standardize quality evaluations. Prioritizing limited data 
elements can align stakeholders while also being sufficient to 
track patient health status across various therapeutic areas 
and long-term specialty care applications. These discrete 
data elements can augment existing RWD, e.g., data on 
avoidable hospital admissions or high-variation procedures. 
Limited, fit-for-purpose, data elements can achieve the level 
of completeness required for quality clinical trials and care 
while reducing provider burden. 

Providers are focused on delivering the highest quality 
care, but they are often constrained by limited resources 
and supports and face high administrative burdens. 
Health systems face challenging time and cost burdens 
while navigating uneven source data collection and 
varied data elements. The current reimbursement model 
mostly still pays providers on a fee-for-service basis, 
although roughly half of traditional Medicare beneficiaries 
are in accountable care relationships. Fee-for-service 
reimbursement does not incentivize longitudinal data 
collection beyond immediate care needs and can lead 
to upcoding and biased data.39 Such a system does 
not incentivize providers to undertake additional data 
collection or cleaning responsibilities, particularly when 
they are beyond routine care delivery processes. 

In the past several years, however, Accountable Care 
Organizations (ACOs) comprised of groups of doctors, 
hospitals, and other health care providers, have offered 
coordinated care incentivized by health outcomes and 
quality rather than volume of services.40 Appropriate 
regulatory and value-based payment incentives 
can encourage the adoption of key data elements 
that support reliable, longitudinal data sufficient for 



healthpolicy.duke.eduBuilding a Holistic View for Patient-Focused Evidence:  
A Policy Framework for High Quality Source Data Collection, Curation, and Linkage

7

coverage decisions and medical technology applications. 
The Center for Medicare and Medicaid Innovation 
(CMMI) recently announced a strategy that focuses on
leveraging technology to empower patients and improve
outcomes.40 Strategic focus areas include increased
data access, which can help align individual and payer
incentives, and advanced accountable care models,
which provide flexibility and enable efficient data usage 
to advance health outcomes. Other health care payers
and purchasers have ongoing reforms to advance value-
based payment models and reflect CMMI’s strategic 
vision for technology-enabled and evidence-supported
care improvements.41, 42  Focusing these efforts within 
value-based frameworks encourages the creation of
effective, innovative technologies that are interoperable, 
patient-centric, and are reimbursed based on outcome
rather than utilization. Overall, these announcements
are promising and reinforce the need for value-based
payment with easy-to-operationalize data elements that
lower costs and resources.

Data Curation Quality Assurances

Data curation is the continual processing, cleaning, 
and digital maintenance of data to enable accessibility, 
storage, preservation, and dispersion.43 Curation also 
can include the addition of metadata to make data more 
comprehensive. Curation quality assurances can support 
intermediate steps toward CMMI’s goal of evidence-based 
prevention. More comprehensive, usable data enables 
individuals to better understand their health status and 
manage their care. Curation quality assurances also will 
support complete and accurate data exchange within and 
across health systems as health leaders look to integrate 
digital technologies.40 

A pressing need exists for standards development that 
includes mathematical and statistical considerations 
for data curation assessments. Recent technological 
advancements like AI have made enrichment a more 
practical solution for improving quality. Many use cases 
and stakeholders capitalized on the rapid advancement 
and dispersion of AI and machine learning (ML) algorithms 
for data abstraction. This effort demonstrates the 
perceived utility of AI/ML for RWD accrual, curation, 
and transformation, particularly when that data is 
unstructured.44 A more basic example includes a health 
system IT department modifying an EHR system to 
account for a discrete data element of interest; however, 
this approach creates a new clinical workflow and would 
need to have saliency for patients and care delivery. 

Other solutions include care delivery tools where high 
quality data is a byproduct, such as sensors or AI ambient 
listening that can automatically augment an EHR.45 Despite 
noticeable enthusiasm for AI, in-depth demonstrations 
of AI validity are not readily nor publicly available. In 
recognition of this fact, several governmental agencies 
have released recommendations, guidance, and risk 
assessment frameworks for the use of AI/ML models 
throughout the product lifecycle.46, 47, 48 Additional Duke-
Margolis works discuss specific EHR-sourced data AI/ML 
considerations and general biomedical AI governance.49, 50

Operational frameworks can help steer curation quality 
assurance. Companies develop proprietary tools to solve 
for data quality because a centralized, regulatory body-
endorsed “checklist” does not exist. FDA has previously 
stated it is not interested in developing a prescriptive 
data quality checklist, but there is a demonstrated need 
for good data collection and curation practices. The 
TransCelerate RWD Audit Readiness initiative assesses 
data for accuracy, completeness, and adequacy; a recent 
taskforce expanded the tool to offer sponsors a place 
to report and track different stages of data curation 
through a supplemental form.51 The form helps reduce 
varied curation quality processes and motivates sponsors 
to collect the level of data completeness required for 
regulatory submission. Notably, many industry use cases 
reveal sponsors and researchers do not universally 
adopt operational frameworks and instead, create new 
“in-house” tools to assess quality.52 Tools’ disparate quality 
thresholds and processes impede reliable curation 
practices. As priorities shift to a technology-enabled 
infrastructure, shared data elements and quality assurances 
are crucial for mitigating uneven collection and curation 
methods, cutting costs, and supporting reliable, complete 
longitudinal patient data.

Efforts to standardize quality assurance includes the 
CMS proposed guidance on study protocols that use 
RWD.53 The CMS guidance adapts the original HARPER 
framework into HARPER+, which includes medical devices 
and coverage criteria and cross-references the FDA’s 
guidance on using RWE for medical device regulatory 
decision-making.54 The CMS proposed guidance outlines 
how CED for items or services that are likely to benefit the 
Medicare population may incorporate RWD and highlights 
the importance of data relevance and reliability. The 
agencies’ shared focus on best practices for RWD regulatory-
grade submissions and alignment of coverage and evidence 
generation marks progress towards accessible longitudinal 
patient data that informs coverage and care applications.

https://healthpolicy.duke.edu/publications/operational-tools-and-best-practices-support-electronic-health-record-sourced-data
https://healthpolicy.duke.edu/publications/operational-tools-and-best-practices-support-electronic-health-record-sourced-data
https://healthpolicy.duke.edu/publications/ai-governance-health-systems-aligning-innovation-accountability-and-trust
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Study-Level Quality Assurances

The third dimension of data quality and assurance takes 
place at the study level. Many quality approaches at this 
level, including the HARPER and HARPER+ frameworks, 
tend to focus on study methods and assessing whether 
data is sufficient to address the research question at 
hand. These tools are necessary but often do not provide 
accessible and scalable mechanisms for addressing quality 
beyond the immediate study. Investigators for a Verantos-
led FDA demonstration project, Transforming Real-World 
Evidence with Unstructured and Structured Data to 
Advance Tailored Therapy (TRUST) study, describe their 
novel data quality approach that improved data curation, 
such as completeness, traceability, and accuracy scores by 
roughly 50 percent compared to traditional approaches.55, 56 

The source data used were medical and pharmacy claims, 
mortality registry data, and EHRs from 58 hospitals 
and 1,180 outpatient clinics. The TRUST study, and its 
documentation of quality assurance at the study level 
represent a promising step toward improved data quality 
efforts among industry-government partnerships. 

Increased detail and transparency on operationalizing 
recommendations from projects like the TRUST study 
present an opportunity to increase the accessibility of 
generating high-quality, reusable data. Doing so, and 
providing infrastructural support for newer organizations, 
can help expand the groups contributing to building a 
holistic view for patient-focused evidence. The current 
landscape often includes incomplete or unstandardized 
data sources, and these quality issues prevent the 
optimization of high-quality, complete, and error-free 
data collection in clinical research and care applications. 
Pilot and demonstration projects, bolstered with aligned 
governmental data quality guidance, are important steps 
to identify and test the feasibility of new standards and a 
limited number of shared data elements that can be fit-for-
purpose in various clinical research and care settings.  

Recommendations and Action Steps for Optimizing 
High Quality Data Collection and Curation

Develop pilot projects to identify a set of useful limited 
data elements where there are existing or emerging 
drivers for improving data element quality and 
interoperability. Cross-industry collaborations should 
focus on developing statistical methods to objectively 
assess data quality at the curation and aggregation 
levels. Efforts should prioritize identifying a limited set 
of data elements with high utility across stakeholders, 

e.g., providers, payers, health systems, and researchers. 
This approach could streamline data collection and 
support longitudinal evidence generation. Standardized 
collection practices and more efficient evidence generation 
would support applications, such as long-term gene 
therapy monitoring and outcome-based agreements. 
Pilot programs can test how limited, discrete data 
elements impact payer and regulator priorities, like 
quality improvement measures. Investment from health 
data companies is key to building infrastructure that eases 
provider burden and encourages uptake. These pilots 
should take advantage of existing or emerging demand 
signals, often found in specific disease areas or therapies. 
For instance, CMS coverage lowers out-of-pocket payment 
expenses while supporting innovative treatments for 
transcatheter tricuspid valve replacement under CED 
(cardiovascular care), the Cell and Gene Therapy Access 
Model (cell and gene therapy), and Enhancing Oncology 
Model (oncology) using safety- and outcome-based 
payment models.57–59 These models can attract industry 
participation by aligning patient-centered outcome 
incentives with clear value propositions.

Test the real-world feasibility of identified limited 
data elements through demonstration projects. 
Following pilot program identification of existing and 
readily available performance measures that can 
reflect routine care priorities and current practices 
and capture research-relevant datasets, demonstration 
projects can be established to run proof-of-concept 
studies in different real-world research and care 
settings. For example, claims-based measures can 
assess longitudinal care improvements through 
avoidable admissions and readmissions rates. Key patient 
health data recorded in EHRs, like lipid and blood pressure 
measures, also can support longitudinal chronic disease 
risk factor management. Measures like these, and other 
identified ones, should be explored in a variety of health 
care settings, like large academic medical centers, rural 
community health systems, and federally qualified health 
centers. CMS CED, which utilizes a longitudinal patient 
registry to inform coverage of transcatheter tricuspid 
valve replacement, is a demonstrative example of using a 
defined set of data elements to guide quality improvement 
and coverage assessments. Lessons learned from these 
projects would help optimize operational workflows, 
develop generalizable approaches for future expansion, 
and identify fundamental data and IT infrastructure needs 
to facilitate high-quality data collection, curation, and 
transformation needed for longitudinal data tracking.
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Expand agency guidance on AI governance and best 
practices. Expanded AI governance and best practices 
for sponsor and industry use of AI will help promote 
standardization. In particular greater clarity on developers’ 
governance scheme for AI applications, such as clinical 
decision support software and monitoring use cases, 
would be helpful. These applications do not universally 
fall under FDA’s classification as a clinical device software 
if it solely analyzes information normally communicated 
between health care professionals (excluding images) 
or offers initial recommendations to providers without 
specific outputs or directives, e.g., probability or risk scores 
of a disease or condition, but as AI advancements and 

adoption continues, these practices could theoretically 
generate evidence used in a product application.60 Having 
clarity on these tools, especially when they are used to 
augment point-of-care data collection, will help with future 
assessments of data quality. Effective AI can lead to timely 
care for patients and cost savings for health systems and 
trial sponsors. Properly governed AI tools can support 
data abstraction and curation methods for a range of 
health care applications including long-term monitoring of 
gene therapies and unstructured registry data. The latter 
is exemplified in the Pragmatic Asthma Registry use case 
where AI was employed to abstract unstructured data on 
patients being treated for severe asthma.61

High-quality data collection, curation, and analysis 
for longitudinal health data tracking is informed by 
stakeholders’ ability to link interoperable data to one 
another to form a holistic view for patient-focused 
evidence. Unlike other health systems, U.S. health data and 
infrastructure are generally disconnected and, therefore, 
not readily suited for large-scale linkage. However, some 
segments within our system are interconnected and 
may act as a model to expand linkage into our broader 
network. The Veterans Affairs (VA) Diuretic Comparison 
Project (DCP) use case is a good example.62 The project 
used EHR data from the VA health care system, Medicare 
claims, and the National Death Index to study non-cancer 
deaths and major cardiovascular outcomes. Researchers 
hierarchically organized the three data sources and then 
validated clinical endpoints across datasets. 

The DCP demonstrates that linking, analyzing, and 
validating health data within a U.S. system is technically 
feasible. Outlining the stakeholder value in translating 
technical lessons from this public system into privately 
operated ones is needed. To achieve this vision, stakeholders 
must be capable of seamless data transfer and collation 
between one another. Existing public initiatives and policy 
mechanisms can be leveraged to improve interoperability 
and standardization. These include FDA guidance, the 
21st Century Cures Act, the TEFCA, and a joint request for 
information from CMS and the Assistant Secretary for 
Technology Policy (ASTP) to “strengthen interoperability 
and...seamless data exchange”.23, 63, 64 Alignment around the 
technical dimensions of data linkage and interoperability 
can act as a focal point to demonstrate the utility of an 
interconnected system to stakeholders.

Data Interoperability and Linkage

Dimensions of Data Interoperability and Linkage

Three fundamental dimensions of data interoperability 
and linkage are needed for a holistic view for patient-
focused evidence development: standardized data 
elements, structures, and transfers. Data elements are 
discrete “objects that can be collected, used, and/or stored 
in clinical information systems.”65 Similar to how individual 
words build full sentences, distinct patient data elements 
make up larger patient profiles. However, research 
institutions and health care systems often rely on variable 
elements. Consequently, the building blocks needed for 
creating a holistic view for patient-focused evidence are 
not often interchangeable from one system to another. 
Common data elements (CDEs) combine a “precisely defined 
question...with a specified set of responses” and can be 
standardized across multiple health systems.66, 67 From a 
research perspective, CDEs enable better data collation into 
a cohesive whole; from a clinical care perspective, consensus-
developed CDEs can foster rapid evidence generation 
around novel and persistent health outcome priorities. 
Additionally, standardized data elements facilitate targeted 
stakeholder engagement on the usefulness, accuracy, and 
need for new or existing CDEs.

Common data elements (CDEs) combine  
a “precisely defined question...with a specified 
set of responses” and can be standardized  
across multiple health systems.
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CDE repositories, such as the National Institutes of 
Health’s (NIH), support consistent, study-to-study data 
collection.68 Another prime example is the United States 
Core Data for Interoperability (USCDI) and the expanded 
USCDI+.69, 70 They present “a standardized set of health  
data classes and constituent data elements” for national 
health information exchange.71 Beneficially, USCDI moves 
beyond just CDEs and includes standardized data classes 
too, which aggregate “data elements by a common theme  
or use case.”72 A key difference between NIH’s repository and 
USCDI is the intended user-group. The NIH CDE repository 
is geared specifically toward research, whereas USCDI and 
USCDI+ facilitate the clinical exchange of health information. 
While USCDI+ improves flexibility to accommodate emerging 
public health and medical research, further work is needed 
to actionably harmonize the two CDE repositories. 

After the CDE building blocks are implemented, the next 
step is to map and standardize the structure and content 
of disparate data into a general format, which is done 
using a common data model (CDM), like PCORnet and the 
Observational Medical Outcomes Partnership (OMOP).73, 74 
CDMs facilitate interoperability by executing “an identical 
query...on multiple datasets” to work across different 
data sources.9 A holistic view for patient-focused evidence 
necessarily spans several datasets; CDMs minimize time 
and resources needed to map diverse data from one 
another. An infrastructure with built-in, research-ready 
CDMs fosters rapid development of cross-system patient 
profiles. An inherent challenge with CDMs is the risk 
of losing or changing information meaning as data are 
formatted, due to semantically similar or equivalent data 
terms that are functionally different between providers 
and/or health systems.75 However, if CDEs are present 
within health systems at the point of data capture, this 
concern can be partially mitigated. 

Working across different datasets necessitates transfer 
of source data to other programs. Here, two systems 
are relevant. The first is TEFCA, from ASTP. TEFCA is a 
nationwide framework that covers the baseline legal and 
technical requirements required for secure information 
exchange. Essentially, the framework sets the ground 
rules for health information sharing across six information 
exchange purposes—notably, research is not a covered 
purpose.76 These exchanges happen between registered 
Qualified Health Information Networks (QHINs). QHINs, 
typically large health information networks, manage 
cross-network data exchange and directly connect with 
other QHINs. There are also Participants, who contract 
with QHINs to access data directly from them, and 
Subparticipants, who are sub-contracted with Participants 
to use accessible QHIN data.77 Participants may be large 

health systems, health IT developers, or public health 
agencies; and Subparticipants are typically individual 
physician practices, pharmacies, or laboratories. Each 
descending role possesses diminished control of data 
exchange while simultaneously facing fewer infrastructural 
and workflow compliance expectations. An example of 
diminishing compliance expectations is that while TEFCA 
requires certified QHINs’ data to minimally conform to 
USCDI v.1 (and USCDI v.3 by January 1, 2026), Participants 
do not necessarily need to ensure all their own internal 
data transfer meets USCDI standards but can still access 
USCDI-conformed data through contracted QHINs.77

The second aspect of data transfer concerns application 
programming interface (API) tools. These work to streamline 
how information is transferred across different data holders 
and users—stakeholders like trial sponsors, health care 
providers, and regulators. The OneSource Project, a UCSF 
and FDA collaboration, applied standardized elements 
including CDISC to transmit UCSF’s EHR data to a clinical trial 
EDC system.78 The source data capture system was applied 
in the I-SPY 2 Trial (discussed further in Appendix D) 
and illustrates clinical application of data standardization 
and linkage to improve clinical trial efficiency. The FHIR is a 
common API and was relied on by the mCODE Genomics 
Pilot Project and Cancer Moonshot use cases.79, 80, 81 To spur 
adoption of FHIR, seven accelerator programs provide 
initiation, infrastructure, and standards development aid 
to stakeholders.82 These programs support clinical research 
across different health information-stakeholder domains.83 
For example, the Da Vinci project supports payer-provider 
data interoperability and the Gravity project focuses on social 
determinants of health (SDOH) data standards to improve 
health equity.84, 85 The ICAREdata Project participated in the 
oncology-based CodeX accelerator program.86, 87 

Where FHIR and other APIs represent specific technical 
processes for data sharing, TEFCA sets overarching 
expectations for standard data transfer. Combined with 
standardized data elements and structures, information 
could move within and across holistic patient profiles 
(see Figure 1). The selection of limited data elements that 
meaningfully cut across stakeholders supports alignment 
and streamlines data sharing within and across patient 
profiles. Efficient and standardized data sharing enables an 
ecosystem of rapid learning in health care systems and real-
time research for a variety of purposes. Examples include 
improving management of chronic disease conditions, 
treating a rare genetic disease, or building clinical trial 
populations for public health emergencies. An important 
caveat of achieving these dimensions is the significant 
resources needed to invest in technological infrastructure, 
which may be prohibitive to stakeholder participation, 
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particularly for small-to-mid-sized organizations. As such, 
clear demonstrations of long-term utility paired with short-
term support is needed. These efforts can be supported  
via federal policy and initiatives.

Recommendations and Action Steps for Data 
Interoperability and Linkage

Encourage the adoption and concurrent integration 
of CDEs, CDMs, and APIs. The ASTP and other government 
agencies can promote broad adoption of CDEs, CDMs, and 
APIs to foster data interoperability across stakeholders. 
ASTP can host convenings to increase trial sponsors’ 
comprehension of how to optimize and integrate CDMs 
along with corresponding data terminology to minimize 
adoption of incompatible standardization frameworks. 
Work is already underway to enhance interoperability 
between different CDMs, like OMOP and PCORnet.88 
Continued advancement of ASTP’s Health IT Alignment 
policy to harmonize USCDI elements and classes with 
research-specific CDEs across the NIH, FDA, and CMS 
is needed.89 The CMS Merit-based Incentive Payment 
Systems (MIPS) promotes interoperability through provider 
incentives; scoring measures take TEFCA adherence—
and, consequently, USCDI conformance—into account.90 
FDA is also exploring possibilities for adopting HL7 FHIR 
for safety and efficacy decision-making related to RWE 
product submissions.23 This work should strategically 
target a limited number of data elements capable 
of supporting alignment across several clinical care, 
research, and payment settings. This effort would be an 

iterative, bidirectional process among stakeholders to 
minimize upfront time and labor for provider data entry 
while enhancing long-term efficiency and data sharing 
capabilities across health systems and therapeutic 
areas. An application area well-suited for this integration 
are cardiovascular registries because cardiometabolic 
interventions, e.g., GLP-1s or structural heart devices, often 
require outcome tracking across inpatient, outpatient, 
and pharmacy systems. Promoting data capture and 
storage within standardized CDEs and CDMs along with 
standardized data exchange via FHIR can support timely, 
cross-system safety and value assessments. 

Increase industry adherence to TEFCA. A growing 
number of health information exchanges and EHR 
vendors, e.g., EPIC and Oracle, have adopted TEFCA, 
but regulators can further encourage health data 
companies and health systems to become TEFCA-
certified to raise the minimum standard for health 
IT systems. Adherence to TEFCA will raise patient 
confidence that their personal health and claims 
data is protected and supports data-sharing and 
standardization across health companies and trial 
sponsors. TEFCA exchange purposes should be evaluated 
to understand how research capabilities can be folded 
into existing exchange purposes or expanded to explicitly 
cover secondary research. Clinical research use cases 
could have broad applicability across the health care 
continuum, driving improvements for research, approval, 
and reimbursement applications. While TEFCA is voluntary, 
professional associations like the American Health 

Figure 1 |   Data Lifecycle in a Holistic View for Patient-Focused Evidence 
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Our data collection, interoperability, and linkage policy 
framework illustrates that creating holistic patient profiles 
is difficult but conceptually feasible. As a patient engages 
with the health care system (see Figure 2) holistic patient 
profiles would capture, trace, and link health data  
(e.g., EHRs, genomic data, SDOH, insurance claims, etc.) 
throughout their health care journey. 

A holistic view for patient-focused evidence generation 
infrastructure would enable reusable multi-purpose 
source data, expanding clinical research applications and 
trial efficiency. Our work demonstrates the limitations 
of currently fragmented and siloed patient data, which 
make a patient’s longitudinal journey through the system 

Creating a Holistic View for Patient-Focused Evidence 

difficult to capture effectively. On the other hand, Figure 2 
illustrates the full potential of a holistic view for a patient-
focused evidence system through examples of data reuse 
to inform chronic disease treatment and rapid emergency 
response. The COVID-19 pandemic illuminated this value.  
A current demonstration is the clinical trial platform, Cantata 
by Protas, used in the EASi-KIDNEY trial.93, 94 Cantata handles 
study protocols, operating procedures, and other activities in 
a “single, real-time” interface. Looking forward, opportunities 
exist to expand applications.93 Cell and gene therapies 
are salient examples of long-term, RWD clinical research 
applications. Cardiometabolic glucagon-like peptide-1s (GLP-
1s) are another long-term application that simultaneously 
addresses chronic conditions like obesity.95

Figure 2 |   Conceptual Longitudinal Patient Journey
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Information Management Association (AHIMA), and trade 
associations like the American Hospital Association (AHA), 
could encourage participation.91, 92 CMS’s announcement 
and commitment to enhance their participation in trusted 
data exchange reinforces growing recognition of TEFCA’s 

utility to the health care ecosystem. Cardiovascular 
registries are a prime application area for this initiative— 
as payer claims through TEFCA-compliant networks can 
further facilitate rapid safety and value evaluations.
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While actors in the health care system strive for improved 
patient outcomes, demonstrating stakeholder value 
like cost savings, improved community engagement, or 
diminished provider burden is necessary to achieve 
stakeholder investment in data infrastructure improvements. 
A modernized data accrual infrastructure and learning 
health system can reduce time-consuming manual data 
entry and organization of patient records, supporting 
cost savings for health system leaders. 

Federal agencies can incentivize movement toward 
sophisticated, longitudinal patient outcome tracking that 
relies on a limited number of data elements. For example, 
the CMMI Enhancing Oncology Model is an alternative 
payment model that uses performance-based payment 
and recoupment based on quality performance while 
leveraging data for patient tracking and improving clinical 
performance.59 The model includes an implementation 
guide with a limited number of required data elements and 
terminologies aligned with HL7 FHIR mCODE.96 The model’s 
use of a limited number of data elements optimizes data 
sharing and supports the model’s goal of coordinated 
care, reduced costs, and improved outcomes for Medicare 
fee-for-service beneficiaries with cancer.59 Further, while 
major pharmaceutical companies sponsor RWD clinical 
research and care, more transparent and cohesive 
agency regulations can encourage additional participation 
from smaller, start-up companies. Health system data 
modernization also creates opportunities for new health 
technology companies to enter the health data market 
and collaborate with health systems. As more health 
system leaders choose to improve their data infrastructure, 
health data companies may see the value in shifting 
away from current siloed data practices to accommodate 
data sharing between health systems. Synergy between 
clinical research and care priorities will help facilitate the 
linkage of individual patient care improvements to enable 
population-based learning and widespread cost savings for 
health systems. To scale and sustain such a learning health 
system requires comprehensive stakeholder collaboration.

Recommendations and Action Steps for Creating 
a Holistic View for Patient-Focused Evidence 

Support the development of pilot programs through 
investment and regulatory guidance to enable 
data standardization and more industry participation. 
Research organizations can increase understanding of 
barriers to entry for new data technology companies. 
Our findings illustrate that the data ecosystem is largely 
populated by established pharmaceutical companies, and 
consideration of infrastructure limitations can help 
agencies and investors prioritize funding opportunities 
for start-ups attempting to enter into the RWD/E generation 
landscape. Several modalities and health care interventions 
exist that would lend themselves to such pilot programs, 
including outcomes-based assessment of cell and gene 
therapy products. These products represent paradigm 
shifts in provider resources and require the use of 
longitudinal datasets that are difficult to generate with our 
current approach to evidence generation. More extensive 
agency guidance from CMS, FDA, and ASTP, paired with 
continual infrastructure investment from both public and 
private sources, can help harmonize data elements and 
incentivize longitudinal datasets. Several registry use cases 
struggled to map data, integrate new clinical measures, 
and update registries accordingly. Uniform adoption of the 
same data elements and exchange methods among health 
systems, providers, and researchers, like USCDI+, FHIR, 
and TEFCA, would improve data mapping efficiency. 
Stakeholder adoption of the same data exchange 
methods and increased standardization will also help steer 
more specific data technology investments.

Continue exploration of the efficacy and validity of 
data curation techniques to generate missing or 
unlinked data. The capacity for AI to support holistic 
data collection is important for comprehensive patient 
profiles and will help promote more efficient data 
collection for trial sponsors and researchers alike. 
Clinical trial sponsors, academic researchers, and health 
technology companies can drive continued exploration of 
AI to create complete datasets. Attention also should be 
given to other data curation techniques, such as manual 
or workflow efforts to clean, validate, transform, and/
or enrich data. Additional transparency and guidance 
on proper curation process governance from FDA and 
CMS will help improve the regulatory approval process 
for agencies and sponsors, such as health technology 
companies. Promising AI developments include identifying 

A modernized data accrual infrastructure 
and learning health system can reduce time-
consuming manual data entry and organization 
of patient records, supporting cost savings for 
health system leaders. 



healthpolicy.duke.eduBuilding a Holistic View for Patient-Focused Evidence:  
A Policy Framework for High Quality Source Data Collection, Curation, and Linkage

14

patients at high-risk for developing a specific disease, 
collecting complex source data types, like SDOH and 
genomic data, and collating unstructured notes from a 
health care visit. These developments can help improve 
patient outcomes and timely monitoring for various 
health applications, especially for long-term follow-up 
of gene therapies. A recent Duke-Margolis publication 
proposes using natural language processing and third-
party software to integrate unstructured data and EHRs into 
registries.97 More accurate and efficient care and research 
can improve patient outcomes and lead to widespread 
cost savings and waste reduction for health systems, 
researchers, providers, and payers. 

Improve alignment between clinical research, care, and 
payer priorities to support dynamic learning health 
systems. Continuous collaboration among providers, 
payers, trial sponsors, health technology companies, 
and regulatory agencies can create a standardized data 
infrastructure that seamlessly integrates into routine 
care visits. Prioritizing the use of limited data elements 

across stakeholders can streamline efforts to ensure data 
measures reflect clinical care practices. This prioritization 
should be done in partnership with clinicians to maintain 
their ability to capture clinical nuance and should not be 
done to the exclusion of unstructured, free-text clinical 
notes. Ongoing examples include CMS’s quality reporting 
initiatives and encouragements to use APIs for FHIR bulk 
data and interoperability requirements for Medicare 
diabetes, cardiovascular, and depression measures.98, 99 
More inter-agency alignment is necessary as FDA requires 
CDISC for clinical trial data while CMS prioritization of FHIR 
for health data exchange makes transformation to CDISC 
standards for regulatory submission highly burdensome. 
However, a FDA request for comments on using HL7 FHIR 
standards for RWD shows a promising move towards 
harmonization.23 GLP-1s are another future application 
area for clinical research and care priority alignment, as 
researching how GLP-1s can improve patient outcomes 
will help inform providers’ understanding of the drug. 
Research on GLP-1s, informed care, and subsequent 
patient use of the drug can influence value-based coverage. 
Cardiovascular registries like TAVR also optimize data 
collection and Medicare coverage alignment to benefit 
long-term patient improvements. These examples 
collectively illustrate the need for collaboration among 
researchers, providers, and payers to support learning 
health system improvements that benefit patients.

This policy-based framework illustrates how stakeholders can optimize existing RWD and RWE tools and 
technologies to support holistic patient profiles and longitudinal clinical research and care. Current academic 
and industry investment in RWD collection and point-of-care trials is encouraging, but opportunities exist to 
improve existing data collection, data linkage, and interoperability strategies; update and expand existing 
regulatory guidance; and increase stakeholder engagement. Comprehensive stakeholder engagement can 
mitigate current siloed practices within the U.S. health care system that prevent longitudinal patient tracking. 
Providers, payers, trial sponsors, health technology companies, and regulatory agencies are among those 
who can drive data quality improvement and support the creation of sustainable and scalable holistic patient 
profiles. Organizations that bridge these stakeholder and infrastructure gaps will be a critical, galvanizing force. 
Holistic patient profiles are integral to improving quality care, building a clinical research infrastructure, and 
forming a learning health care system that can develop novel treatments, advance biomedical innovation, and 
respond to future health care emergencies.

CONCLUSION  

Prioritizing the use of limited data elements 
across stakeholders can streamline efforts  
to ensure data measures reflect clinical  
care practices. 

https://healthpolicy.duke.edu/sites/default/files/2024-02/Margolis Tricuspid Valve Intervention.pdf
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Appendix A | Illustrative Source Data Descriptions, Strengths, and Limitations 

Source Data Brief Description Strengths Limitations

Electronic  
Health  
Records  
(EHRs) 

Medical records "generated for use in 
clinical care and…as a basis for billing and  
for auditing of practice quality measures.”4 
They contain structured and unstructured 
(e.g., free text, images, etc.) data fields recorded 
by providers and health care professionals 
with access to patients' records. 

EHRs can provide rich detail  
on clinical decision-making and 
rationale, as well as behavioral 
health information. 

EHRs are specific to health systems  
and sub-units within larger systems.  
Consequently, they may not cover  
long-term patient movements within 
the broader health care system. 

Medical and  
Administrative 
Claims

Billing records of dispensed medical 
products and procedures, according to 
standardized coding, "to support payment 
for care."9 Claims data can come from 
Medicare, Medicaid, or commercial  
insurance companies. 

Claims data can provide a patient's 
broad, in-network movement 
throughout the health care system 
for the duration of their coverage 
with a given insurance entity. 

Claims do not provide in-depth clinical  
and behavioral health information,  
may not accurately reflect actual patient con-
ditions, and do not capture out-of-network 
health care interactions or patients without 
insurance.

Patient 
Registry

"An organized system that uses observational 
study methods to collect uniform data...to 
evaluate specified outcomes for a population 
defined by a particular disease, condition, 
or exposure."8 Registries based on a specific 
disease are 'disease registries'; registries  
based on the use of a drug, device, or other 
treatment are 'exposure registries.' 

Registries can be valuable  
for understanding disease 
progression, particularly for rare 
disease (with small sample sizes 
and high disease variability).10 

Registries can face issues with  
validation of participant population and 
standardized data quality measures.11 

Patient 
Reported 
Outcomes 
(PROs) 

"A measurement based on a report that 
comes directly from the patient...about 
the status of the patient's health condition 
without amendment or interpretation...by a 
clinician or anyone else."8 Can be measured 
through self-report or interviews. 

PROs can provide clear, unaltered 
patient perspectives on clinical 
care, medical products and/or 
disease progression. 

PRO collection can be limited and  
fragmented, failing to capture patients 
without easy access to health care settings 
and/or those with limited technology.12

Patient- 
Generated 
Health 
Data 
(PGHD) 

"Health-related data created, recorded, or 
gathered by or from patients, or their family 
members/other caregivers, to help address a 
health concern."13 Data cover medical/health 
history, treatment history, biometric data, 
and lifestyle choices. 

PGHD methods can gather data 
not presently available within  
EHRs (e.g., quality of life, drug 
adherence, non-serious adverse 
events, etc.). 

PGHD difficulties include reconciling data 
between different sources and devices, 
replicating data collection methods, and 
standardization of quality protocols. 

Social  
Determinants 
of Health  
(SDOH) 

"Economic and social conditions that influence 
the health of people and communities...
[including] the social environment, physical 
environment/total ecology, and health  
services/medical care."14 SDOH data can 
be individual-level (e.g., education level,  
employment status, housing) or communi-
ty-level (e.g., environment, neighborhood, 
socioeconomics).15

SDOH data can provide insight  
on how societal structures impact 
health outcomes of individual  
patients and patient sub-groups. 

SDOH data can be largely descriptive/pas-
sive, be difficult to identify tangible benefits 
when integrated into health care reforms, 
and be harder to standardize/structure 
during the data collection and transforma-
tion processes.16

Genomic 
Data 

Information about "all of a person's genes 
(the genome), including interactions of those 
genes with each other and the person's 
environment."17

Genomic data can be used to 
predict the risk of future, 
adverse health outcomes, how 
patients may respond to a drug, 
and can inform preventative 
care based on a patient's risk 
profile.

Genomic data on diverse populations is 
limited, though large research programs like 
the All of Us Research Program are working 
to increase data on traditionally underrepre-
sented research populations.18 Additionally, 
genomic data are large and complex,  
requiring high storage and analysis capacities. 

Imaging 
Data 

Imaging data are the detailed, high  
content pictures obtained from imaging 
tests. Imaging types include radiology  
images, digital pathology, retinal scans,  
echocardiography, video, and others.19

Imaging data can provide visual 
evidence of disease progression 
and treatment effects that may not 
be available from other sources.

The complex, high detail and/or unstructured 
nature of imaging data may make uniform 
extraction and curation difficult and is subject 
to inconsistencies across health care systems 
and practices, particularly if machine learning 
is used.20
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Appendix B | White Paper Methods and Broad Results

Methods 

The Duke-Margolis team carried out a landscape analysis of relevant issues, policies, technologies, methods, and implications 
for care delivery related to source data collection, processing, and usage for evidence generation. This scoping research broadly 
characterized the current research landscape and identified key issues. Research was organized around four questions informed 
by preliminary scoping and stakeholder conversations: 

•  What gaps or pain points exist for collecting, documenting, and transforming data from different sources?

•  What are the barriers to improving the quality of clinical data to support secondary analysis of aggregated data sources?

•  What strategies can help raise the minimum quality of clinical data collected and improve data augmentation and curation
quality to feed forward into learning health systems and point-of-care approaches?

•  How feasible is it to build a holistic view of a patient’s health by linking data sources?

To answer these research questions, we identified literature sources addressing the following topic areas: information on source 
data prevalence, authoritative guidance for working with source data, and real-world examples of source data application. The 
literature review focused on utilization of different data sources and barriers to working with them. Scoping research was sorted 
into three categories with the first outlining the general benefits and drawbacks of different source data, including how linked 
data can be complementary and mutually gap filling. Guidelines from regulatory, governmental, and relevant non-governmental 
organizations were the second category. These guidelines revolved around source data implementation, operationalization, 
and/or processing according to different regulatory standards. The final category consisted of real-world examples where 
organizations applied source data across different domains for research and/or care delivery. These real-world examples—or 
use cases—were often collaborations from industry, government, and academia. 

Broad Use Case and Source Data Findings 

We identified 41 use cases across four application areas. Use cases focused on clinical care (n= 12 use cases) involved RWD/E 
research on best practices so standards of care reflect current knowledge. Use cases with a regulatory purpose or implication 
(n= 12 use cases) used RWE in a regulatory submission (or other activity) to the FDA or other relevant health authority; or 
presented useful knowledge for regulators. Third, several use cases presented a RWD/E research framework (n= 10 use cases), 
which represents an organization’s established method for organizing, processing, or otherwise treating source data to generate 
RWE. The last use case application, RWD/E research tool (n= 7 use cases), involved the specific software or process for organizing, 
processing, or otherwise treating source data used by a group. While use cases were placed into a single application area for 
organizational purposes, several may fit into one or more application areas. 

Different source data were used more often than others—most common were EHR (n= 26 use cases) and registry data (n= 7 
use cases). SDOH (n= 1 use case) and genomic (n= 0 use cases) data, while discussed in the broader literature, were not widely 
present in identified use cases. Four use cases did not specify target source data. The therapeutic area with the highest number 
of use cases was respiratory (n= 10 use cases), four of which were focused on infectious diseases. Cardiology (n= 5 use cases) 
and oncology (n= 5 use cases) were the next two most researched areas; eight use cases were not associated with a specific 
therapeutic area.

We delineated differences in how use cases publicly discussed their respective data quality strategies based on different 
stakeholder priorities. For example, use cases centered in academia more frequently focused on data linkage and validity 
demonstration, likely a consequence of an insulated health care system within a single university. Industry use cases, on the 
other hand, did not provide public-facing, in-depth descriptions of data quality methods. This may be due to business practices 
meant to protect innovation and proprietary information. These differences highlight challenges to align stakeholder priorities 
and underlying needs. Additionally, we found that larger and more established companies currently have a greater capacity to 
support linkage and interoperability. Smaller start-up organizations appear to face more infrastructure limitations.



healthpolicy.duke.eduBuilding a Holistic View for Patient-Focused Evidence:  
A Policy Framework for High Quality Source Data Collection, Curation, and Linkage

17

Appendix C | High-Level Use Case Descriptions

Use Case Organization Source 
Data 

Therapeutic 
Area 

Clinical Care Application
INFORM Study AstraZeneca EHR Immunology
EPOCH Study AstraZeneca Claims Immunology 
CKD-EPI 2021 Equation Truveta EHR Endocrinology 
EPIC Cosmos EPIC EHR N/A 
Hemophilia A Unmet Needs PicnicHealth EHR, PRO Hematology 
Pragmatic Asthma Registry Verantos and Amgen Registry Respiratory 
Automated Identification for In-Hospital Clinical Deterioration Kaiser Permanente, EPIC, and Unlearn.AI EHR N/A 
Generative AI for Alzheimer's Drug Repurposing Vanderbilt and Emory EHR  Neurology 
Identifying Elevated Risk for Fabry Disease with Machine Learning OM1 EHR Rare Disease 
Apple Heart Study Apple and Stanford University PGHD Cardiology 

Apple Health Study Apple and Brigham and Women's Hospital PGHD Cardiology, Neurology, 
and Respiratory 

Obesity Healthcare Goals Programme Eli Lilly and U.K. National Health Service (NHS) Not Identified Endocrinology 

Regulatory Purpose or Implications 
Cantata by Protas, EASi-KIDNEY Trial Protas Not Identified Nephrology
Blueprint Framework AstraZeneca N/A N/A 
Tofactinib Modified Release (MR) Trial Pfizer Claims, Registry Immunology 

RECOVERY Trial UK EHR, Claims Respiratory  
(Infectious Disease)

ACTIV-6 NIH and Industry Partners PRO Respiratory  
(Infectious Disease)

REMAP COVID UMC Utrecht EHR Respiratory   
(Infectious Disease)

VESALIUS-CV EHR Demonstration Project Duke Clinical Research Institute (DCRI)  
and Amgen EHR Cardiology 

ICAREdata Project National Clinical Trials Network (NCTN) EHR Oncology 
Pragmatica Lung SWOG, Eli Lilly, NIH, and Merck EHR Oncology 
Salford Lung Study GSK EHR Respiratory 
Salford Lung Extension Study GSK and Ignite Data EHR Respiratory 

REMAP CAP UMC Utrecht EHR Respiratory  
(Infectious Disease)

RWD/E Research Framework 
DISCOVER CDK CDM AstraZeneca Registry Endocrinology 
PCSK9 Inhibitor AstraZeneca and ZS Pharma EHR Cardiology 
COPD and Asthma RWE SingHealth, Duke, and GSK EHR Respiratory 
Evidence Powered Operating Framework (EPOF) Novartis N/A N/A 

Veradigm Network EHR Veradigm EHR, SDOH, 
Mortality N/A 

GKPTN CAPTIVE The George Institute Registry Endocrinology 
UCSF OneSource UCSF, FDA, and QLHC EHR N/A 
Substance-exposed Birthing Person-Infant/Child HIE HHS EHR Reproductive Health 

Diuretic Comparison Project VA EHR, Claims, 
Mortality Cardiology 

SmartChart: FHIR-based Framework for Syphilis CDC and Georgia Tech EHR Sexually Transmitted 
Infection

RWD/E Research Tool 
TransFAIR Study AstraZeneca, Janssen, and Sanofi EHR N/A 
IDC and EHR-to-EDC Genentech and Flatiron EHR N/A 
Parkinson's Disease Population-Wide Registries EPIC and Verona Registry Neurology 
mCODE Genomics Pilot Project Vanderbilt and EPIC EHR Oncology 

CancerX Data Spring and Cancer Moonshot ONC, CMS, FDA, NCI, VA, and 30+  
Industry Partners EHR Oncology 

Harmonized Outcome Measures for Use in Non-Small  
Cell Lung Cancer Patient Registries and Clinical Practice 

OM1, AstraZeneca, Flatiron, and 7  
Industry Partners Registry Oncology 

Harmonized Outcome Measures for Asthma Patient  
Registries and Clinical Practice OM1 and 10+ Industry Partners Registry Respiratory 
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Appendix D | In-Depth Use Case Descriptions

Clinical Care Application: RWD/E research on clinical care best practices so standards of care reflect current knowledge. 
Use cases directly impact health care decisions or care delivery. 

•  INFORM Study: Used routine EHR data from primary and secondary care to compare COVID-19 hospitalizations, intensive care
unit admissions, and deaths among immunocompromised and general populations. The use case did not include follow-up for
interventions with the immunocompromised patient population.

•  EPOCH Study: Investigators used the Healthcare Integrated Research Database (HIRD) to identify the prevalence and incidence rates
of COVID-19 in immunocompromised patients and the resulting health care costs. HIRD is composed of longitudinal medical and
pharmaceutical claims, along with social determinants of health data. The use case does not include any interventions to care delivery
or change to health care costs.

•  CKD-EPI 2021 Equation: Investigators used retrospective EHR data to study the effect of the 2021 CKD-EPI Creatinine Equation on 
the likelihood of patients with chronic kidney disease receiving a diagnosis of hyperkalemia, a potassium-lowering drug prescription,
a doubling of serum creatinine, or an arteriovenous graft. While the EHR data revealed disparities in CKD diagnosis, the use case did
not include long-term implications for clinical care. Truveta uses EHRs, demographic data, claims, prescriptions, and laboratory results.

•  EPIC Cosmos: An opinion piece describing how EPIC merges EHR data from various health systems that use EPIC, allowing health care
providers to exchange information on rare diseases. EPIC’s interoperability network, Care Everywhere, uses standard ontologies, data
linkage, and de-duplication. The use case is limited to EPIC systems.

•  Hemophilia A Unmet Needs: Poster abstract outlining the use of EHR data and patient-reported outcomes to assess unmet needs
in patients with hemophilia A. The use case is limited by a relatively small cohort size and does not directly connect study outcomes
to changes in clinical care.

•  Pragmatic Asthma Registry: A registry using RWD from people receiving treatment for severe asthma. AI is used to abstract
unstructured data. The use case does not discuss using patient data to change clinical care.

•  Automated Identification for In-Hospital Clinical Deterioration: Researchers used an automated predictive model to identify
patients at high risk for clinical deterioration using Epic’s EHR system. Patients tagged with an early-warning system alert from the
automated predictive model had shorter hospital stays, a lower incidence of intensive care unit admission, and lower in-hospital
mortality rates. Individual clinician responses to an early-warning system alert proved difficult to track, and clinician responses varied. 
The process-measure analyses did not reveal consistent, significant associations with the interventions, and varied clinician responses
may be the true cause of health improvements.

•  Generative AI for Alzheimer’s Drug Repurposing: Sponsors used OpenAI’s ChatGPT to generate promising drug repurposing cases
to treat Alzheimer’s. The AI displayed comprehension of drug repurposing and did not suggest drugs that already had FDA approval.
Researchers observed the effects of the AI’s three most suggested drugs—metformin, losartan, and minocycline—in large-scale EHRs
from VUMC and the All of Us datasets that were standardized according to the OMOP CDM. There were modest decreases in the risk
of AD among patients using the three drugs and findings suggest ChatGPT can generate quality hypotheses for drug repurposing. 
However, the high frequency of a drug candidate in ChatGPT queries does not guarantee the drug will lead to positive treatment
effects. Incomplete EHRs also posed challenges. 

•  Identifying Elevated Risk for Fabry Disease with Machine Learning: ML predicted patients with a high risk of Fabry Disease (FD)
using longitudinal, de-identified health record data. The AI was calibrated using extracted phenotypic patterns from EHR data of
approximately 5,000 FD patients. ICD codes and prescription data also helped determine the prevalence of FD in patients.

•  Apple Heart Study: Apple Watch data identified cardiac arrhythmias using wristwatch-based photoplethysmography. The Apple Heart 
Study app analyses pulse rate data collected from participants’ Apple Watch to identify instances of irregular heart rhythms, including
atrial fibrillation and other arrhythmias. Ambulatory electrocardiogram monitoring indicating an irregular rhythm consistent with an 
app notification and self-reported patient contact with a health care provider within 90 days of an irregular watch notification were 
secondary outcome measures.

•  Apple Health Study: The longitudinal study will use participant data from Apple’s Research app and other third-party devices to
predict, monitor, and manage participants’ health across various areas such as cardiovascular, neurologic, and respiratory health.

•  Obesity Healthcare Goals Programme:  A collaboration between NHS and Eli Lilly to improve long-term health outcomes for people
living with obesity. The project considers how integrated care systems can support weight management services outside of hospitals.

https://www.sciencedirect.com/science/article/pii/S2666776223001667?via%3Dihub
https://www.tandfonline.com/doi/full/10.1080/03007995.2023.2233819
https://www.medrxiv.org/content/10.1101/2024.05.21.24307717v1.full
https://www.jscdm.org/article/id/246/
https://ashpublications.org/blood/article/142/Supplement 1/2380/502241/Real-World-Unmet-Needs-in-Patients-with-Hemophilia
https://go.verantos.com/rs/077-MLC-183/images/Asthma Pragmatic Registry Data Sheet.pdf?version=1
https://www.nejm.org/doi/full/10.1056/NEJMsa2001090
https://pmc.ncbi.nlm.nih.gov/articles/PMC10897392/
https://ojrd.biomedcentral.com/articles/10.1186/s13023-021-02150-3
https://clinicaltrials.gov/study/NCT03335800
https://www.apple.com/newsroom/2025/02/new-holistic-apple-health-study-launches-today-in-the-research-app/
https://www.gov.uk/government/news/landmark-collaboration-with-largest-pharmaceutical-company
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Regulatory purpose or implications: use of RWE in a regulatory submission (or other activity) to the FDA or other relevant 
agency, or the use case has regulatory implications more broadly. Use cases directly impact and/or inform decision-making or rationale 
of regulatory authorities. 

•  Cantata and EASi-KIDNEY [trade-marked] Trial: The world’s largest, global study of chronic kidney disease (CKD) intended  
to analyze whether vicadrostat slows the progression of CKD when it’s taken in combination with empagliflozin. Cantata will act 
as an end-to-end trial management platform including participant enrollment, follow-up assessments, and quality assurance. 

•  Blueprint Framework: Creates a framework to facilitate global-local RWD evidence generation and a voluntary self-assessment 
tool, including implementation of local Value Teams to improve data collection and data governance. The framework has not been 
integrated into routine clinical care or the reimbursement process. 

•  Tofacitinib Modified Release (MR) Trial: Linked IBM MarketScan insurance claims data and Corrona Registry (now CorEvitas) 
for regulatory label expansion. 

•  RECOVERY: Demonstrates a quality by design, point-of-care trial for rapid enrollment of patients with COVID-19.  
The use case reveals challenges with implementing large, point-of-care trials in the U.S. health care system. 

•  ACTIV-6: Describes a decentralized trial in outpatient settings for people with a positive PCR or antigen test for SARS-CoV-2. 
ACTIV-6 delivers daily accrual and data quality reports to a clinical coordinating center, identifies missing and inconsistent 
data, and indicates where supplemental health care data may be needed for verification. Local regulations, institutional 
review board oversight, and the regulatory landscape presented challenges for multisite research. 

•  REMAP COVID: An international, point-of-care trial to determine the best treatment for intensive care unit patients with 
community-acquire pneumonia. Investigators found challenges with data reporting. 

•  VESALIUS-CV EHR Demonstration Project: An RWD/E FDA demonstration project to understand operational considerations 
for EHR-sourced multi-center trial organization. Data was formatted to align with the PCORnet data code and common data 
model. Limited by site-specific adaptation of broad data policies and operational differences that impacted trial efficiency  
and standardized data collection. 

•  ICAREdata Project: An RWD/E FDA demonstration project focused on streamlining clinical trial data acquisition from EHRs 
and eliminating data redundancies by developing new structured EHR fields. Encountered difficulties in clinician uptake due 
to deviation from routine clinical workflow.  

•  Pragmatica Lung: A phase 3 pragmatic clinical trial using relaxed enrollment eligibility requirements for a new two-drug 
combination treatment for stage 4 lung cancer. The trial may have larger implications for reducing patient burden and 
enrollment time for trials using FDA-approved drugs with well-known safety profiles. 

•  Salford Lung Study: Compares the utility of pragmatic RCTs with traditional RCTs for drug repurposing, using approved 
drugs with clear safety profiles. Best trial performance occurs when relying on a single EHR and pharmacy system within  
a single community-setting; quantifiable cost effectiveness is not demonstrated. 

•  Salford Lung Extension Study: Proof-of-concept study with retrospectively and prospectively routinely collected health  
care data with minimal patient and practitioner burden. IgniteData and Graphnet Health extracted data from EHRs and 
patient questionnaires into a bespoke database. Limitations include maintaining participant continuity over time, impact  
of legislation on required study documentation, and participant re-identification. 

•  REMAP CAP: Reports on an international randomized point-of-care trial using a randomized embedded multifactorial 
adaptive platform trial design. A case report form was created from a data dictionary and a single data safety and monitoring 
board reviewed trial implementation across sites. Limitations around data reporting and clinician-research team 
relationships across therapeutic areas. 

 

https://protas.co.uk/protas-launches-novel-unified-clinical-trial-management-platform-cantata/
https://www.frontiersin.org/journals/pharmacology/articles/10.3389/fphar.2023.1233617/full
https://link.springer.com/article/10.1007/s12325-020-01501-z
https://jamanetwork.com/journals/jamainternalmedicine/fullarticle/2797846
https://www.cambridge.org/core/journals/journal-of-clinical-and-translational-science/article/activ6-operationalizing-a-decentralized-outpatient-randomized-platform-trial-to-evaluate-efficacy-of-repurposed-medicines-for-covid19/E625CA57DF40B8749F90CB4F3B03C712
https://trialsjournal.biomedcentral.com/articles/10.1186/s13063-020-04997-6
https://trialsjournal.biomedcentral.com/articles/10.1186/s13063-023-07563-y
https://acsjournals.onlinelibrary.wiley.com/doi/10.1002/cncr.35528
https://www.cancer.gov/types/lung/research/pragmatica-lung-cancer-trial
https://www.dovepress.com/the-salford-lung-study-a-pioneering-comparative-effectiveness-approach-peer-reviewed-fulltext-article-POR
https://link.springer.com/article/10.1007/s12325-021-01827-2
https://www.atsjournals.org/doi/10.1513/AnnalsATS.202003-192SD
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RWD/E research framework: an organization’s established method or guideline for organizing RWD or generating RWE.  
Use cases explain why/how an organization is organizing, processing, or otherwise treating its source data in a particular way. 

•  DISCOVER CDK CDM: Describes the development, validation, and benefits of a study-specific CDM applied to the DISCOVER 
CDK cohort. Use case required significant up-front labor for data standardization and permissions from several specialists, 
potentially limiting its scalability. 

•  PCSK9 Inhibitor: Developed an EHR framework to inform clinical trial design. Framework is based on the TriNetX platform, 
potentially limiting its generalizability. 

•  COPD and Asthma RWE: Designed a research-ready RWD registry to facilitate research and reduce interaction with EHR 
source data. Patient tracking was only possible at certain points within the hospital system; captured free-text data required 
additional cleaning. 

•  Evidence Powered Operating Framework (EPOF): Presents a framework for integrating RWE generation strategies into 
existing pharmaceutical operations to minimize disruptions. States quantifying cost savings requires further research 
efficiency and productivity. This framework was limited to the TriNetX system. 

•  Veradigm Network EHR (VNEHR): Reports the addition of SDOH and ambulatory EHR mortality data to Veradigm’s 
existing EHR research network. SDOH data is derived from natural language processing, raising questions about validity 
demonstrations and FDA’s fitness-for-use perspective. 

•  GKPTN CAPTIVE: Describes the international GKPTN registry and the modular protocol design of the associated Phase III 
CAPTIVATE platform trial. Registry relies on local laboratory testing, follows the Recommendations for Interventional Trials 
(SPIRIT), and adheres to the ICH Guidelines for Good Clinical Practice. 

•  UCSF OneSource: Uses an EDC system to integrate several EHR platforms. Patient follow-up included questionnaires that 
used Common Terminology Criteria for Adverse Events and HealthMeasures’ PROMIS. The system is used in the multi-arm 
I-SPY COVID TRIAL testing various treatments to improve outcomes for severely ill COVID-19 patients. 

•  Substance-Exposed Birthing Person-Infant/Child HIE: Explored data-sharing capabilities through health information 
exchange standards to connect data on birthing persons with substance abuse to their infants. The researchers tested, and 
ultimately recommended, the use of USCDI v4 to connect longitudinal health data. HHS recommended stronger data linkage 
between EHRs for the birthing person and the infant. 

•  Diuretic Comparison Project (DCP): Through the DCP, Veterans Affairs (VA) combined Veterans Health Administration EHRs 
(primary), Medicare claims (secondary), and National Death Index (tertiary verification) data to study non-cancer deaths and 
major cardiovascular outcomes. Authors present 6 key recommendations: 1) prioritize data sources through a data reliability/
trustworthiness hierarchy, 2) develop an analysis plan for specifying event orders with high-validity outcomes, 3) plan for how 
to manage data changes over time (e.g., data surveillance), 4) determine when final data capture will occur based on validity 
and data completeness (e.g., timeliness), 5) appropriately select well validated claims-based algorithms, and 6) incorporate 
novel tools/algorithms (particularly for unstructured data). 

•  SmartChart: FHIR-Based Framework for Syphilis: Overviews the creation of SmartChart, a framework used to support 
surveillance of syphilis through EHR data. SmartChart retrieves EHR data, integrates the data into a standardized data storage 
system, and helps diagnosis patients. SmartChart was tested in Atlanta’s Grady Health System in 2023. Investigators highlighted 
the need for TEFCA to support and simplify alignment of responsibilities between health system IT departments and care 
providers. The researchers used Epic FHIR and noted discrepancies between the Epic FHIR API and standard FHIR protocols. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274131
https://www.zs.com/insights/astrazeneca-using-real-world-evidence-clinical-development
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-022-02071-6
https://becarispublishing.com/doi/10.2217/cer-2019-0162
https://investor.veradigm.com/news-releases/news-release-details/veradigm-adds-social-determinants-health-and-mortality-data-ehr?utm_source=linkedin&utm_medium=social&utm_campaign=SDoH-and-Mortality-News-Release
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2827755?utm_source=silverchair&utm_medium=email&utm_campaign=article_alert-jamanetworkopen&utm_content=wklyforyou&utm_term=121124&adv=
https://www.ucsf.edu/news/2022/04/422566/ucsf-deploys-innovative-data-system-integrate-research-and-care
https://academic.oup.com/jamia/article/32/3/417/7941938
https://doi.org/10.1016/j.jbi.2024.104587
https://academic.oup.com/jamiaopen/article/8/1/ooae145/7934014
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RWD/E research tool: the specific application and/or process for organizing, processing, or otherwise treating source data 
employed by an organization. 

•  TransFAIR Study: Developed and carried out a proof-of-concept study with the EHR2EDC tool, which abstracts unstructured 
EHR data into EDC systems. Investigators used an expanded CONSORT-ROUTINE checklist to ensure transparency. The use 
case illustrates the need for expanding capabilities across local investigative teams and site readiness best practices.  

•  IDC and EHR-to-EDC: Describes the intentional capture of source data (IDC) method for transferring EHR data into an EDC 
system during a Phase II open-label trial to reduce data redundancies. EHR variables were mapped to the electronic case 
report form (eCRF), including free text and standard terminologies (e.g., CDISC). Use case does not include a performance 
comparison to traditional EDC approaches.  

•  Parkinson’s Disease Population-Wide Registries: California’s Parkinson’s registry and the UCE-PD project funded by the 
Michael J. Fox Foundation for Parkinson’s Research evaluated the registry’s completeness and accuracy. Challenges include 
ICD diagnosis codes not translating to the same diagnosis because PD lacks definitive biomarkers. Additionally, no unified 
agreement exists on data standards for population-wide PD registries. UCE-PD worked with Epic and Verona to create common 
PD registry data elements. The case is limited to Parkinson’s and may not be generalizable to other diseases and conditions. 

•  mCODE Genomics Pilot Project: The Vanderbilt University Medical Center (VUMC) converted its EHR data into Minimal 
Common Oncology Data Elements (mCODE) compliant profiles and created a web application that offers cancer risk 
assessments, demonstrating successful use of mCODE standards throughout a health care system. Barriers to mCODE include 
insufficient or non-computable genomic EHR data. Challenges included incongruities between mCODE and EHR data standards. 
Researchers also found FHIR platforms better equipped for data aggregation at the population level rather than the individual 
patient level. 

•  CancerX Data Sprint and Cancer Moonshot: CancerX, a public-private partnership, initiated the CancerX Data Sprint to 
collect information from agencies and industry partners to advance cancer-related RWD data standards. Focus was placed 
on improving CMMI’s Enhancing Oncology Model and the USCDI+ oncology extension. Findings from the CancerX Data Sprint 
Summary include 15 new proposed data elements. Many of these elements include SDOH, drug names, genetic or biomarker 
testing results, and surgical procedures and outcomes. Current CancerX members called for expanding the scope of data 
measurements and prioritizing a more holistic data approach, including disease and treatment progression data. 

•  Harmonized Outcome Measures for Use in Non-Small Cell Lung Cancer Patient Registries and Clinical Practice: 
Developed a minimum set of patient and clinician relevant harmonized outcome measurements for non-small cell lung 
cancer using 11 lung cancer patient registries and the Agency for Healthcare Research and Quality’s Outcome Measurements 
Framework (OMF). 

•  Harmonized Outcome Measures for Asthma Patient Registries and Clinical Practice: Created a minimum set of patient- 
and provider-relevant standardized outcome measurements using OMF and 13 asthma registries. Outcome measurements 
used standardized terminologies, including ICD and SNOMED-CT.  

https://informatics.bmj.com/content/30/1/e100602
https://ascopubs.org/doi/10.1200/JCO.2023.41.16_suppl.1568
https://www.frontiersin.org/journals/digital-health/articles/10.3389/fdgth.2023.1149154/full
https://ascopubs.org/doi/full/10.1200/CCI.23.00249
https://ascopubs.org/doi/pdf/10.1200/JCO.2024.42.16_suppl.e23283
https://jnccn.org/view/journals/jnccn/19/13/article-p1.xml
https://doi.org/10.1016/j.jaci.2019.02.025
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